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Ab
�

stract
The Discrete Fractal Transformation has recently
e� merged as a powerful technique for coding images. The
s� cheme works by dividing an image into blocks and mak-
i
�
ng use of  a c ontraction m apping by  which t he dom ain

bl
�

ocks ar e m apped i nto r ange blocks. During this
p� rocess it is  u sual to  filter  the domain blocks. In this
w	 ork, we show how a change in the filtering procedure
can 
 improve the image quality of fr actal coding m ethods
bas
�

ed on the m entioned t ransformation. A fter a
p� resentation of the d iscrete fr actal tr ansformation, w e
e� xplain the change and we apply it to the quadtree-based
f
�
ractal scheme obtaining improvements in PSNR that can

reach 1 dB when compared with the results obtained by
tr� aditional filtering.

1. Introduction

F


ractal coding consists of mapping the domain blocks

in
�

to range blocks in which an image is previously divided
a� s described in [1], [2] and [3]. Usually these blocks have
th
�

e s ame s hape b ut th eir s izes are different and to
c� ompensate this d ifference a k ind o f lo wpass f iltering,
f
�
ollowed by decimation, is p erformed. Th e mapping is

mad� e by means of a contractive Discrete Fractal Trans-
f
�
ormation and the coding scheme makes the assumption

t
�
hat i mages are piecewise self-similar

�
 [ 1]. Th e f ractal

c� oding schemes based on this tr ansformation exhibit, in
g� eneral, lo ng compression time to  obtain good quality
imag
�

es when compared with well k nown algorithms as
t
�
hose based on the Discrete Cosine T ransform. Several

w� orks [1] were developed to reduce the compression time
w� ithout decreasing signif icantly the image quality. In this
p� aper, w e s how h ow a mo dification in  th e filtering
p� rocedure of t he domain blocks can enhance the image

q� uality, which is measured by the PSNR (P
�

eak Signal to
N
�

oise Ratio).
�

2.
�

 The discrete fractal transformation

Fractal compression algorithms are derived from the
Iterated Function System (IFS) theory developed by
Barnsley [4] and Hutchinson [5]. However, images pro-
d
�
uced by these systems are self-similar and, in  general,

real world images do not have this characteristic. Thus,
th
�

e notation used in  th e o riginal I FS th eory is  n ot
ad� equate for application in digital image compression. A
more efficient notation is provided by the Discrete Fractal
Transformation. We begin giving definitions of an image
a� nd an associated metric space, which are used to define
a � Discrete Fractal Transformation as proposed by Fisher
in [1]. Then its application to fractal image compression
is briefly explained.

D
�

efinition 1 Let
�

 X  and Y  be positive integers. Define
th
�

e s et S X
�

Y= ×  where X = −{ , , , , }0 1
 

2 1! X  and
Y
"

= −{ , , , , }0 1
 

2 1# Y . Let f
$

 be a function from S
�

 to R
%

,&
w� here R  is the set of real numbers. An i

�
mage

L S⊂ ×( )
'

R  is the graph of the function f
$

:S
(

→) R , th& at
is, L S= ∈ ×{( ( , ), [ , ])x y* f x y R . S

�
 is called the s� upport

o+ f the image L . The notation f
$

[ ]⋅  is used to indicate that
f
$

 is a discrete two-dimensional function.

Definition 2 Let P  be the set whose points are images
w� ith the same support S

�
. Define a metric for the space P

by
,

 d f
-

g f x y g x y x yP
. S

/
( ,
0

) { | [ , ] [ , ]|:( , ) }= − ∈max , f& or all
f g
$

,1 ∈2 P
3

. Then ( ,
4

)P Pd
5

 is the m6 etric space of images.

A
7

 metric space is a set ( space) together with a real-
v8 alued f unction, w hich measures th e d istance between
p� airs of points on this space.
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D
�

efinition 3 Let
�

 D D D1 2, ,: ,; N
<  and M M M1 2, ,: ,= N

<  be
non-empty subsets of S

�
 such that S M

>
= = i

?
i
?N@

1

A
 and

M Mi j
? ∩ = ∅  for i j

B
≠C . Let ( ,

D
)P

E
Pd
F

 be the metric space

o+ f images. Let f
G

∈H P
E

 and define the W  operator by

(
I

)[ , ] [ ,] [ [ ,] ] [ ,]Wf x y a x y f u x y b x yi i
J

i= + ,&

w� here aK i
L  is a function from M i

L  to the real interval
[ , ]−α αmax max , & uM i

L  is a function from M i
L  to Di

L , & b
N

i
L  is a

function from M i
L  to R  and, ( ,

I
)x yO

i
J∈M  for i

B
= 1 2, ,P ,Q

N
R

. αS max is a non-negative real constant. The function
W:P P→  is called a d

T
iscrete fractal transformation.

It can be shown that W  has a unique fixed point
f
U

W
V ∈P  such that Wf fW W

V =  and limmW mW
W
XW f f→∞Y =

Z
 for

all � f
G

∈P . This comes from the fact that ( ,
D

)P
E

P
[d
F

 is a
c� omplete metric space and W  is a contraction map in
( ,
D

)P P
[d
F

 [4].

D
�

efinition 4 W
\

e say that a map θ
]
:E E
^

→  in the metric
s_ pace ( ,

`
)E

a
d
b

 is c
 ontractive if, for mc = 1,&  there is sd ∈[ , )0 1
 

su_ ch that

d x
T

y sd x ym mW
( (
e

), ( )) ( , )θ θ
]gf f

≤h

for all x yi ,: ∈H E
j

. When this occurs for mc >k 1 we say that
th
�

e map is even� tually contractive.

Th
l

is is the key of fractal image compression. If we can
fi
�

nd a W  such that f
U

W
V  is close to a given image f

G
,&

w� here cl oseness i s m easured b y t he d
F

P  metric (in
p� ractice, it is used the Euclidean metric or the rms metric
[1]), then we can take W  as a fractal representation of f

G
.

C
m

ompression is achieved if W  can be stored compactly.
P
n
ractical implementations of fractal compression algo-

ro ithms adopt f or th e s cale f unction aK i i
L : [ ,M
p

→ −q αmax

αS max]
r
 and for the offset function b

N
i i
L :M →q R  constant

va8 lues for  i N
B

= 1 2, ,P ,s . That is, a xt yi i
J [ , ] = α  and

b x
u

yi i
J [ , ] = β  for each ( ,

I
)x yO

i
J∈v M

w
,&  where αS i

L  and β i
J  are

c� onstants. The f unction uM i i
L

i:M D
p

→q  allows that rotated
v8 ersions of the domain blocks f

U
i
J[ ]D

x
 be compared with

t
�
he range blocks f

U
i
J[ ]M  during the coding process. In the

quadtr� ee partition scheme [1] th e support of the sub-im-
ag� es f

U
i
J[ ]M  and f

U
i
J[ ]D  have square shape. Using matrix

notation we can write f
U

i
J[ ]M  and f

U
i
J[ ]D  as






y


z


{
{
{


|


}
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µ~µ~

−−−

−

)
�

(
�

)
�

1
�

)(
�

1
�

(
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�
(
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0
�

)
�

1
�

(
�

)
�

(
�

)
�

1(
�

0
�)

�
(
�
00
�

i
M
�

M
�i

M
�

i
M

i

�
���

�
   and   






y


z


{
{
{


|


}

δ
�

δ
�

δ
�

δ
�

−−−

−

)
�
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�
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�
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�
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�
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�
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�
00
�

i
D
�

D
�i

D
�

i
D

i

�
���

�

respectively, where D M= 2  is a common choice. Thus,
w� e need to downsample the domain blocks before com-
p� are th em w ith th e r ange blocks. However, if  w e only
d
�
ownsample th e d omain b locks u sing  δ δ

�
kl
� i�

k l
�i
�

( )
�

( )
�

( )
( )
�

= 2 2 ,&
w� here k l

�
M, ,P , ,= −0 1

 
1� , to&  ap proximate th e µ� ( )

�
i
�

v8 alues, we may obtain aliasing. F iltering th e d omain
b
,
locks b efore d ownsampling c an r educe th e alias ing.

M
�

aking  δ δ
�

kl
� i�

k p
�

l q
i
�

q�p�( )
�

( )
�

( )
( )
�

= ∑
�

∑
�

+ +==
1

4
� 2 20

�1
0
�1  is equivalent to a

lo
�

wpass filtering followed by downsampling by four and
th
�

is reduces the mixing of low and high f requencies. I n
f
�
act, the use of the averaging f ilter r esults in  better en-

c� oded images, that is, we have an improvement in the
PSNR
n

.

3.
 

 Modified discrete fractal transformation

S
¡

ince the arithmetic average corresponds to a type of
lo
�

wpass filtering, high f requency attenuated versions of
th
�

e regions f
U

i
J[ ]D  are being mapped into regions f

U
i
J[ ]M

th
�

at are not f iltered. Then reducing the lowpass effect of
t
�
he average in t he domain blocks w e expect t o h ave a

b
,
etter reproduction of th e r ange b locks. H owever, th is

e¢ ffect can not be totally eliminated because we need to
map blocks with 2 2M M×  points into blocks of M M×
p� oints. A way to address this problem is to multiply the
a� verage value above mentioned by factors greater than
o+ ne. Hence, we can adopt

δ λ
�

δkl
� i�

i k
�

p l q
i
�

q�p�( )
�

( )
�

( )
( )
�

= ∑
�

∑
�

+ +==
1

4 2 20
�1

0
�1 ,&

w� here λ
£

i
L >¤ 1. This modification in the filtering process is

e¢ quivalent to have αS max > 1. This gives us some explana-
tio
�

n for the fact observed by F isher [ 1] th at allowing
αS max > 1 produces better encoded images.

W
\

hen the domain blocks are sufficiently band limited
th
�

ere is no aliasing and they have a greater potential to
ap� proximate a g iven r ange b lock. I n th is case, only a
s_ tretch by two in frequency, caused by the downsampling
p� rocess, and a scaling in amplitude, caused by the f ilter-
ing process, affect their original spectrums. Scaling these
filtered and downsampled domain blocks by factors less
t
�
han one, we reduce the amplitude o f t heir spectrums.

This also reduces the diversity of domain blocks that may
c� over a given range block. Allowing scale factors greater
th
�

an one, we expand the universe of domain blocks with
s_ pectrum close to those o f t he r ange b locks. I f t he
resulting Discrete Fractal Transformation is eventually
co� ntractive the sequence { : , , , }W f mmW¥ ¦

= 0
§

1 2  converges
a� nd w e o btain b etter e ncoded images. Then we can
formulate the following question: Is there any special
va8 lue for αS max¨ ,&  greater than one, that can be used to code
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a w� ide set of images such that the fractal transformation
b
,
e eventually contractive? The answer may be yes as we

s_ hall see in the results section.
4.
ª

 Results

W
\

e present here some coding results to verify the ob-
s_ ervations made in the last section. We want to determine
if we can find an “optimal” αS max¨  that can be used for a
w� ide s et o f i mages. W e use a  quadtree-based fractal
s_ cheme with two partition levels to code all images. The
ro ange blocks can have sizes of 4 « 4 a

¬
nd 8­ 8 pi

®
xels. The

d
�
omain pool is obtained f rom a regular grid with a step

e¢ quals to the size of the domain blocks. The αS i
L  values

ar� e quantised with 5 bits and the β i
J  values are quantised

w� ith 7 bits. We are using random images for starting the
d
�
ecoding process to o bserve i f w e h ave ev entually

c� ontractive fractal transformations. We d ivide a r ange
bl
,

ock of size 8̄ 8 i
®

nto four of size 4° 4 if we have an rms
e¢ rror greater than 8.

We co
\

de a set of seven distinct images of diverse sizes
(
e
see Table 1) using a range of αS max¨  values that vary from

0
±
.6 to  2 .4. A veraging th e r esults o f all th ese coded

images we construct the graph in figure 1. From this
figure it is easy verified that a possible optimum value for
αS max¨  is located between 1.6 and 1.8. For αS max¨ >² 1 8. , w& e
b
,
egin to have regions in the image that do not converge

a� nd the PSNR reduces drastically. In figure 2, we plot the
av� erage bit rate of all test images versus αS max to illustrate
t
�
he compression rate achieved.

Table 1. Images used to obtain the graphs in figures 1
a� nd 2.

I
³
mage Ba

´
boon,

Len
�

a
Elto
µ

ro,
Len
�

a
B
´

arbara,
Boa
´

ts, Zelda

Si
¶

ze 256· 256 512̧ 512
¹

720º 576
¹

 PSNR (dB)

0.4
»

0.6
»

0.8
»

1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
31.0
¼
31.2
¼
31.4
¼
31.6
¼
31.8
¼
32.0
¼
32.2
¼
32.4
¼
32.6
¼
32.8
¼

Maximum Scale Factor (αS max)
�

Figure 1: Average PSNR as a function of αS max¨ .
In figures 3 to 4, we plot PSNR versus bit rate using

αS max = 1 and αS max = 1 7.  for Barbara and Boats images.
In
½

 f igures 5 t o 7,  w e present three other graphs for
imag
�

es that are not used to obtain the graphs in figures 1
an� d 2. In all images, we can observe an improvement in
P
n

SNR when we use αS max = 1 7. . Moreover, none of these
imag
�

es presented instability  in convergence for this value
of + αS max. That is, the fractal transformation remained
ev¢ entually contractive. I t seems also that the edges are
b
,
etter r eproduced. W e made experiments with several

images obtaining similar behaviour. This reinforces our
c� laim th at αS max¨  in the range between 1.6 and 1.8
p� roduces better results while maintaining convergence of
th
�

e fractal transform.

 Bit Rate (bpp)

0.4
¾

0.6
¾

0.8
¾

1.0 1.2 1.4 1.6 1.8 2.0
¿

2.2
¿

2.4
¿0.925

¾
0.930
¾
0.935
¾
0.940
¾
0.945
¾
0.950
¾
0.955
¾
0.960
¾

Maximum Scale Factor (αS max¨ )
�
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F
Á

igure 2: A
7

verage bit r ate f or th e c oded images as a
f
�
unction of αS max.

       PSNR (dB)

0.4
Â

0.6
Â

0.8
Â

1.0 1.2 1.4
24.0
Ã
25.0

26.0
Ã
27.0

28.0
Ã
29.0

30.0
Ä
31.0
Ä

( i )
Å
( ii )
Å

Bit Rate (bpp)
F
Æ

igure 3.  Results for Barbara 720Ç 576.
¹

 In (i ) αS max = 1 7.
an� d in (ii)  αS max¨ = 1 0. .
       PSNR (dB)

0.4
Â

0.6
Â

0.8
Â

1.0 1.2
28.0
Ã
29.0

30.0
Ä
31.0
Ä
32.0
Ä
33.0
Ä
34.0
Ä
35.0
Ä
36.0
Ä

( i )
Å
( ii )
Å

Bit Rate (bpp)
Figure 4. Results for Boats 720È 576.

¹
 In  (i ) αS max¨ = 1 7.

an� d in (ii)  αS max¨ = 1 0. .

        PSNR (dB)

0.6
Â

0.8
Â

1.0 1.2 1.4 1.6
21.5

22.0

22.5

23.0
Ã
23.5
Ã
24.0

24.5

25.0
Ã
25.5
Ã
26.0
Ã

( i )
Å
( ii )
Å

B
´

it Rate (bpp)

F
Æ

igure 5. Results for Frog 256É 256.
Ê

 In (i) αS max = 1 7.  and
in (ii)  αS max¨ = 1 0. .

       PSNR (dB)

0.4
Â

0.6
Â

0.8
Â

1.0 1.2
26.0
Ã
27.0

28.0

29.0
Ã
30.0
Ä
31.0
Ä
32.0
Ä
33.0
Ä
34.0
Ä

( i )
Å
( ii )
Å

Bit Rate (bpp)
Figure 6. Results for Peppers 256Ë 256. In (i) αS max¨ = 1 7.
an� d in (ii)  αS max¨ = 1 0. .
       PSNR (dB)

0.4
Â

0.6
Â

0.8
Â

1.0 1.2 1.4
30.0
Ä
31.0
Ä
32.0
Ä
33.0
Ä
34.0
Ä
35.0
Ä
36.0
Ä
37.0
Ä
38.0
Ä

( i )
Å
( ii )
Å

B
´

it Rate (bpp)
Figure 7. Results for Girl 720Ì 576.

¹
 In (i ) αS max¨ = 1 7.  and

in (ii)  αS max = 1 0. .

5.
Í

 Conclusions

I
½
n this paper, we explain how a change the f iltering

p� rocedure ad opted in  th e d ecimation o f the domain
b
,
locks can improve the image quality of f ractal coding

me� thods based on th e D iscrete Fractal Tr ansformation.
T
l

he p resented r esults s how t hat t he p roposed
mo� dification o btains imp rovements in  P SNR th at can
ro each 1 dB. We also observe that maximum scale factors
l
�
ess t han 1. 6 r educe t he coding performance and

max� imum s cale f actors g reater th an 1 .8 may cause
in
�

stability  in the decoding process.

6
Î
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