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ABSTRACT

In this paper, we propose a novel fractal image compression tech-
nique, which does not require iteration at the decoder. The main
problem relating to the conventional non-iterative algorithm is that
the smooth region cannot be coded efficiently, sincethe size of the
rangeblock islimited to belessthan 8x 8. Wealleviate thisproblem
by generating two codebooksfrom planarly approximated image.
In other words, the first codebook is generated by the smoothing
operator for large and smooth range blocks and the second code-
book is generated by the spatial contraction operator for small and
active range blocks, respectively. The computer simulation re-
sults on the real images demonstrate that the proposed algorithm
provides much better performance than most other fractal-based
coders, in terms of the subjective quality as well as the objective
quality (PSNR). Moreover, the proposed algorithm is very fast in
decoding, since it does not require iteration at the decoder.

1. INTRODUCTION

Fractal compression, which is based on the IFS (iterated function
systems) proposed by Barnsley [1], is a hew approach to image
coding recently. Most fractal coders[2] attempt to find acontraction
map whose unique attractor approximatesthe sourceimage. In the
decoder, the map is applied iteratively to an arbitrary image to
obtain the attractor. If the map can be represented with less bits
than the source image, acoding gain is obtained.

In these fractal coders, the iteration number at the decoder
depends on the source image, and the degradation of the attractor
cannot be exactly predicted in the encoding process. Lepsogy et
al. solved these problems by introducing a sufficient condition for
iteration-free decoding [3]. Though([3] isvery fastin decoding, the
main problem isthat the smooth region cannot be coded efficiently,
due to the fact that range block larger than 8 x 8 cannot be used.
In [3], notice that the size of the domain block should be square of
the size of the range block.

In this paper, attempts have been made to extend the Lepsgy’s
non-iterative algorithm, so that the proposed algorithm is capable
of employing the range block as large as 16 x 16 or 32 x 32 by
incorporating the smoothing operator, instead of the spatial con-
traction operator, into the domain-range mapping for encoding the
large and smooth range block. From the point of view that fractal
coding is a self-VQ scheme [4], the proposed algorithm generates
two codebooksfrom planarly approximated image. More specifi-
cally, thefirst codebook is generated by the smoothing operator for
large and smooth rangeblock and the second codebook isgenerated
by the spatial contraction operator for small and active rangeblock.

By selecting the codebook, according to the characteristics of the
range block, the proposed algorithm provides better performance
than the Lepsgy’s algorithm.

2. BACKGROUND

At thefractal encoder, the sourceimageis partitioned into therange
blocks R; (0 < 7 < N), and each R; is approximated by one or
morefixed-basis-blocks B;’sandadomainblock 1y, inthesame
image, which is larger than the range block. The approximation of
the R; isgiven by

M
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where n(1) is the index or location of the optimal domain block
andthe c;;’s arereal coefficients, respectively. The linear operator
L; shrinks the D,y to the range block’s size, shuffles the pixels,
and scales the greytone by areal factor sequentially [2].

The image to image mapping are composed of these blockwise
mappings for each R;. In Jacquin’s algorithm [2], the mapping
should be contractive for the iterated images to converge, and the
iteration number is dependent on the source image. ien and
Lepspy aleviated these problems by modifying the linear operator
L; [5], inwhich the approximation of therangeblock R; isdefined
as

Ri20{¢~OOI¢OC(Dn(i))+ﬂ¢~B, (2)

where«;, 3; arereal coefficients, respectively, and the fixed-basis-
block B is constant block where all pixel valuesare 1. The spatial
contraction operator C shrinks the domain block to the size of the
range block by decimation, and the isometry operator Z; shuf-
fles the pixels. Notice that these two operators are same as the
Jacquin's method. Let the Z; o C(Dy(;y) be A;, then the orthogo-
nalization operator O transforms A; into A}, by projecting it onto
the orthogonal complement of span { B}. Theintroduction of this
orthogonalization operator does not change the attractor, and the
optimal «;, 3; coefficients can be directly obtained by projection
of R; onto span {A;} and span { B} respectively,since A; and B
are orthogonal to each other. Moreover, if 2° x 2° and 2¢ x 2¢ are
the size of the range block and the domain block, respectively, then
the iteration number K is fixed, regardless of the source image,
given by

K=T20, ©



where [a] denotesthe smallest integer greater than a.

Lepsoy et al. proposed a non-iterative decoding algorithm [3],
as a special case of the above method. In Eq.(3), if the size of the
domain block is sguare of the range block’s size (d = 2b), only
oneiteration is sufficient for the mapping to converge.

This non-iterative algorithm can beinterpretedin thefollowing
way: Letthesizeof R; and D,(;) be4x 4and 16 x 16, respectively,
and the D,,¢;y be composed of 16 consecutive range blocks, then
the DC values for each R; is contained in the (3; coefficient, and
other AC informations are transmitted to the decoder via «; coef-
ficient, isometry operator Z;, and the location of the domain block
n(z). Thoughthe D,y is not known to the decoder, the spatially
contracted domain block C(Dy;)) can be exactly reconstructed
from the 3 coefficients of the 16 range blocks, which compose the
Dy, @t the decoder. Therefore the attractor can be reconstructed
without iteration. But, in this algorithm, the size of range block is
limited tobelessthan 8 x 8. If the sizeof therangeblock is16x 16,
the size of the domain block increasesto 256 x 256, to ensure the
details of the attractor. But noticethat the size of the domain block
is very large compared to that of the range block. Therefore there
would be little chance of good domain-range mapping.

As in the self-VQ scheme, the Lepsgy’s algorithm generates
the codebook by spatially contracting the approximated image,
in which each range block is approximated by a constant block.
Generalizing this notion, if the source image is approximated by
one or more fixed-basis-blocksand the codebook is generated from
the approximated image, rather than the source image, then the
attractor can be reconstructed without requiring iteration at the
decoder.

3. PROPOSED ALGORITHM

Asmentioned previously, the problemrelating to the L epsay’ snon-
iterative algorithm is that the smooth region cannot be encoded
efficiently, sincethe size of the rangeblock islimited. We alleviate
this problem by generating the codebook which s suitablefor large
and smooth range blocks, aswell as small and active range blocks.
L et us describe the proposed algorithm subsequently.

3.1. Encoding Algorithm

First, we partition the source image into the range blocks of vari-
able size by planar approximation. Secondly, two codebooks are
generated from this planarly approximated image, one for active
range blocks and the other for smooth range blocks. Then, each
range block is encoded using these codebook by block matching
algorithm.

STEP 1. Partitioning the sourceimage and planar approxima-
tion : By employing the quadtree structure [6], the sourceimage
is partitioned into the range blocks of maximum size 32 x 32 and
minimum size 4 x 4, according to the complexity. First, 32 x 32
block is approximated by plane, and if the approximation error is
larger than the pre-specified threshold, then it is decomposed fur-
ther into four smaller 16 x 16 blocks. Thisprocessis repeated until
the planar approximation error becomessmaller than the threshold
or 4 x 4 block is generated. Three fixed-basis-blocks X, Y, C' are
used for planar approximation in our approach. The pixel valuefor
X, Y blocksincreaselinearly in x,y direction respectively, and the
C block is constant block. If theblock’ssizearer x r, then these

three block are defined as

X(m,n) = 2m—-r+1,
Y(m,n) = 2n—r+1, O0<m,n<r), (4
C(m,n) = 1,

so that they are orthogonal to each other. By projecting each block
R; to the subspace spanned by these three orthogonal basis, the

optimal planar approximation R isobtained as

R, = o X+pi- Y+ -C
<X, R; > <Y R; > <C,R; >
= ’ X ’ Y ’ C, (5
<X, X > +<Y,Y> +<C,C> /©)

where < A, B > denotestheinner product of A and B.

The smooth region is approximated by a large plane, and is
partitioned into large range blocks, while active region (such as
edge) is partitioned into small range blocks. In this paper, 4 x 4
or 8 x 8 range block is referred to as active range block, and
16 x 16 or 32 x 32 range block is referred to as smooth range
block, respectively.

STEP 2. Generating the codebook : In STEP 1, the source
image A is approximated blockwise by plane using the quadtree
structure. Let usdenotethe planarly approximatedimage by A. As
mentioned previoudly, the A istransformed into codebooksT'; and
I'>. More specifically, the T'; is a codebook for active range block,
and the I'; is a codebook for smooth range block, respectively.
Spatia contraction operator is used to transform the A into
the I'y; i.e., the pixel value for the I'; is the average value of the

consecutive 4 x 4 pixelsin the A. The spatially contracted image
(codebook) T'; is more detailed than the X, making it suitable for
the highly detailed active range blocks.

But, the planarly approximated image A is observed to be
inappropriate to encode the smooth range blocks, since it yields
much visible blocking artifact. Thus, it is transformed into the
curved surface I', by asmoothing operator. In our approach, 9 x 9
moving average filter is used as the smoothing operator.

STEP 3. Block matching: Each range block R; is now encoded
using the codebook I';; (k=1 for active range block, k=2 for smooth
range block). The range block R; is approximated by the constant
block C' and a codebook vector D; (0 < j < My), which isthe
block in I'g, of the same size as the R;.

For eachy, D; isfirst transformedinto D; ,whichisorthogonal
to the span {C}. The D, is obtained from

. <D C>
Dyo= 0 <C,C> ©
Then, the approximated block Ei,] of R; by D! is given by
Riy; = 6y Dj+%-C
<Dj,R> _,
= oot )

Then, among all possible j's, we need to find jm,i» Which
minimizes the approximation error ||R; — Ei,]”. Let us denote
the jmin for the R; by n(:), and 6; ;,,,,. by é;, for the sake of
simplicity. Notice that the n(z) is the index for the codebook and
the é; is greytone scale factor.



Table 1: Bit Allocation

Planar a; | Bi | v total
Approximation | 3 | 3 | 8 || 14 bits
Smooth n(1) 5
Range Block 5 || 10bits
Active n(z) 5
Range Block 4 5 9 bits

Table 2: Comparison of Results

Lepsay’sAlgorithm || Proposed Algorithm
PSNR bpp PSNR bpp
Lena 320 053 32.0 0.41
Pepper 315 053 32.2 0.38
Boats 31.2 0.59 311 054

3.2. Decoding Algorithm

The decoding algorithm is much simpler than the encoding algo-
rithm. First, the planarly approximated image A is reconstructed
with the quadtree information and the «, 3, v:. Secondly, two
I'1, T, are generated from the A usi ng the spatial contraction op-
erator and the smoothing operator respectively. Lastly, each range
block is reconstructed using the codebook vector in these code-
books. The codebook vector is indexed by n(z) and transformed
by Egs.(6)-(7) using the coefficients é;, .

3.3. Parameter Quantization

For efficient transmission or storage, it is hecessary to quantizethe
coefficients[7]. Let us describe the issue relating to the quantiza-
tion in more detail.

The bit allocation is summarized in Table 1. The v, coeffi-
cients representing the DC values for each range block are uni-
formly quantized with 8 bits between 0 ~ 255, and the «;, f;, 8;
coefficients are LIoyd-Max quantized employing the probability
distribution function obtained from test images. The index n(z)
is losslessly coded. Since 25 codebook vectors are searched for
encoding smooth range block, 5 bits are allocated to the n(z) of
smooth range block. Similarly, 4 bits are allocated to the r(z) of
active range block for encoding 16 possible codebook vectors.

4. SSIMULATION RESULTS

The proposed algorithm is tested on real grey level images. The
planarly approximated image A for the 512 x 512 ‘Lena image
is presented in Fig 1 (quadtree structure is overlayed). In Fig 1,
it is observed that the highly detailed region, such as hair or edge,
is partitioned into small range blocks, while the smooth region
is partitioned into large range blocks. The codebooks Ty, I', are
shown in Fig 2. It is also observed that the I'; is highly detailed,
making it suitablefor active rangeblocks. WhiletheT'; exhibitsthe
form of curved surface, making it suitablefor smooth range blocks.
Fig 3 showsthedecoded‘Lena’ fromthesetwo codebooks. Though
theregion such asthe shoulder is segmentedinto large range blocks

(16 x 16 or 32 x 32), the blocking effect isamost invisiblein those
regions, since, in our approach, these areas are encoded with the
smooth codebook T'». It also appearsthat the degradation of edge
is not severe, considering its low bit-rates.

Table 2 compares the performance of the proposed algorithm
with that of Lepsay’s. It is seen that the proposed algorithm pro-
vides much better performance for ‘Lena and ‘Pepper’ images,
since the smooth region in these images is coded efficiently with
lesshits. The‘Boats' image containsfine details, however, we can
also see a slight improvement in this case.

Various simulation on other images also indicate that the pro-
posed algorithm provides a better performance than most other
fractal-based coders [2, 3], in terms of the subjective quality as
well as the objective quality (PSNR).

5. CONCLUSION

In this paper, we proposed anovel fractal image compression tech-
nique, which does not require iteration at the decoder. We par-
titioned the source image with quadtree structure into the range
blocks of variable size, by planar approximation. Then, two code-
books were generated from the planarly approximated image. The
first codebook was generated by the spatial contraction operator
for active range blocks, and the second codebook was generated
by the smoothing operator for smooth range blocks, respectively.

It was demonstrated that the proposed algorithm provides an
improvement in its performance, compared to the conventional
fractal coders[2, 3]. Moreover, the proposed algorithm is very fast
in decoding, since it does not require iteration at the decoder. The
optimization processwill makethe proposed algorithm comparable
to the JPEG standard for still image compression. Also the further
research should be extended to the development of the efficient
compression technique of moving image sequences.

6. REFERENCES

[1] Michael F. Barnsley. Fractals Everywhere. Academic Press,
San Diego, 1988.

[2] Arnaud E. Jacquin. “Image Coding Based on a Fractal Theory
of Iterated Contractive Image Transformations”. IEEE Trans.
on Image Processing, 1(1):18-30, January 1992.

[3] Skjalg Lepsay, Geir E. Dien, and Tor A. Ramstad. “Attractor
Image Compression with a Fast Non-iterative Algorithm”. In
ICASSP, volume 5, pages 337-340, 1993.

[4] Y. Fisher, T.P. Shen, and D. Rogovin. Fractal (self-VQ) en-
coding of video sequences. In Proceedingsof the SPIE: VCIP,
volume 2304-16, Chicago, IL, September 28-29 1994.

[5] Geir E. @ien and Skjalg Lepsgy. “A Class of Fractal Image
Coders with Fast Decoder Convergence’. In Fractal Image
Compression-Theory and Application, chapter 8, pages 137—
152. Springer-Verlag, New York, 1995.

[6] Eli Shusterman and Meir Feder. “Image Compression via
Improved Quadtree Decomposition Algorithms”. |EEE Trans.
Image Processing, 3(2):207-215, March 1994.

[7] Geir E. @ien. “Parameter Quantization in Fractal Image Cod-
ing”. In ICIP, volume 3, pages 142-146, 1994.



@I

Figure 1: Planarly approximated ‘Lena
(b) T2

Figure 2: Two codebook for ‘Lena

Figure 3: Decoded ‘Lend’, 0.41 bpp, 32.0 dB



