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ABSTRACT

This paperpresentsa methodfor fast encodingof still imagesbasedon iteratedfunction systems
(IFSs). The major disadvantagef this codingapproachusuallyreferredto asfractal coding is the high
computationaleffort of the encodingprocesscomparedo e.g. the JPEGalgorithm[1]. This is mainly
dueto the costly “full search”of the transformparametersvithin a fractal codebook.

We thereforeproposean hierarchicalencodingschemewhich is basedupon a two level codebook
searchand a structuralclassificationof its entries. By this way only a small subsetof the codebook
hasto be consideredwhich increaseencodingspeedsignificantly. Refining the initial codebookand
applying a secondsearchevenincreaseshe reconstructiorguality comparedo the full searchbut with
a fraction of its computationaleffort.

1. INTRODUCTION

Due to the increasingnumber of digital image processingapplicationsthe needfor efficient coding
of pictorial databecomesevident. Image coding using a fractal approachhasattractedsomedegreeof
interestin thelastyears.Mostcommonblock orientedcodingtechniquesisuallyrevolvearoundtransform
coding e.g. [2] andvectorquantization e.g. [3]. The fractal coding concept,originally proposedby
Barnsley[4] andat first implementedby Jacquin[5, 6, 7], is basedon a blockwiseapproximationof the
original imageby contractionmappingsof itself using affine transformations.

For a given image the encodingprocessconsistsof finding amonga class of a priori defined
contractivetransformation®newhich leavesthis imageapproximatelyinvariant. Accordingto Banach’s
fixed point theoremthe sequencef reconstructedmagesconvegesfor any arbitraryinitial imageto the
fixed point of the transformatiornwhich is the original image. Compressions achievedif the transform
parametersan be describedmore compactlythan the original image.

The paperis organizedas follows: The secondsection describesthe mathematicalfoundations
concerningencoding and decodingof still imagesusing the fractal approach. Following this, the
generationof the fractal codebookis describedand some of its statistical propertiesare derived. In
sectiond atwo stepsearchalgorithmanda structuralclassfication of the codebookentriesareintroduced.
Recentresultspresentedn section5 demonstratehe efficiency of the proposedcoding scheme.
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2. MATHEMATICAL FOUNDATIONS

Let (X, d) be a completemetric spacewith metricd, and W : X — X be a transformationwhich
mapsthe spaceX ontoitself. W is called contractiveor a contractionmappingif thereexistsa real
constantA € [0,1) suchthat

d(W(x),W(y)) <Ad(xyy) Vx,yeX 1

holds. Accordingto [4] A is calledthe contractivityfactor of W. Banach’sfixed point theoremensures,
that in this casethere existsa unique attractor

A =W(4) @

which is invariantwith respecto W. Furthermorethe attractorA is the limit of variousapproximating
sequencesf setswhich canbe constructedrom W. This meansthat A is fixed point of the sequence
of iterates{A"} (A" € XVn € {0,1,2,---}) with

AP+l — W(An) — Wo(n+1) (AO) (3)

for any arbitrary initial elementA®°.

Let us now think of B asanimagewhich we wantto encode.Our goalis thento find a contractive
transformationW such that the given image B is invariant with respectto the transformationW 1.
Equations(2) and (3) give us anideahow B canbe reconstructedrom the fractal codeW':

Let A® be any arbitraryinitial image. Due to the contractivity of the mappingW, the sequencef
images{ A"}, which canbe constructedaccordingto equation(3), tendstowardsa final image, which
is the attractorof the mappingand can be written as

A>® = lim A" = lim W°"(A”). 4

n—oe n—oo

Due to the presuppositiorof invarianceformulatedin equation(2), the attractorof the transformation
A andthe givenimage B we want to encode,must be identical:

d(A*°,B) = lim d(A",B) =0 (5)
This meansthat the givenimage B can solely be reconstructedrom the knowledgeof the appropriate

transformationW. Therefore W often is referredto as fractal code since it can be interpretedas
representatiorof the given imagein the fractal domain

! Sinceformermethoddirectedto computeranimationgeneratanaturallylooking imagesfrom a setof givencontractivetransformations,

this procedurds known asthe inverseproblem
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3. CODEBOOKGENERATION

Greytoneimagesof size N B x N B canbe modeledaspointsin thelinear vectorspaceX = RNBXNB
which is the setof all real N B x N B—matrices. For naturalimages,which are considerechere,no
practicalalgorithmsareknownin orderto find a transformationvhich mapsthe entireimageonto itself.
Thereforethe imageis segmentednto IN? rectangulamon overlappingblocks of size B X B pixels
and the transformationW = UIY_, wy, is definedblock wise.

According to the theory of recurrent iterated function systemgRIFS)[8, 9], which are the mathe-
matical basisfor fractal image coding, it is importantto note that the w;, do not operateon the entire
imagebut are restrictedonly to partsof it denotedby Dy,. This meansthat w(Dy) = R mapsthe
areaof block Dy, on the areaof block Ry, whichis illustratedin figure 1. Following Jacquin’sproposal,
e.g.[7], the blocks Ry, which are to be encoded,are termedrange blocks and the blocks denotedby
Dy, arethe so calleddomainblocks The displacemenbetweenthe block R;, and Dy, which is part of
the transformationwy,, is denotedby 5*) For our applicationwe imply thatthe Ry,’s are disjoint and
UN_, Ry, coversthe entire areaof the image.

NB

<
<

v

R( T

NB

Figure 1: Image tiling

Sincewe areinterestedn encodingof imagesi|t is evidentthatthe fractal codeshouldbe ascompact
as possible. This meansthat it can be storedmore efficiently (requiringlessamountof data)thanthe
original image. The local mappingsw;, arethereforerestrictedto affine transformations

In orderto keepthe computationaéffort low, the valuesfor the parameteof thelocal transformations
wy, cannotbe chosenarbitrarily but haveto be calculatedfrom a a priori given setof allowed values.
Thereforethe domainblocksarealwaystwice the sizein eachdirectionasthe rangeblocks. Additionally
not all affine transformationsre allowedbut only the eight possibleisometricswhich mapa squareonto
anotherone. The componentf the offset vector (b, by)T arerestrictedto be a multiple of the block
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sizeof Ry, andit mustbe ensuredhat both, the range-andthe domainblockslie within the considered
image area. All theselimitations causethe number M of possibletransformationsw;, to be finite.
This enablesusto constructa fractal codebookof which eachentry definesone possiblecombinationof
transformparameterslescribinga mappingfrom one block within the consideredmage onto another.
Sincethe transformationsare appliedto imageblocks, the codebookentriesL;, = wy (Dy) areimage
blockstoo and may be consideredasfractal basisfunctions Encodingnow consistsof finding for every
rangeblock Ry, this basisfunction L; which fits bestin the senseof the useddistortion measured.

d(Ry,L;) —» min V le{1,2,...,M}. (6)

Dueto therestrictionswe madeto the possiblemappingsijt is not very likely to find a transformation
W which is a) contractiveand b) mapsthe givenimageor partsof it exactly onto itself. The goal is
thereforeto constructa mappingW in a way thatits fixed pointl is close— in the senseof a proper
chosendistancemeasured — to the given image A which hasto be encoded.If this is possible,the
collagetheoem[10] ensuresthatif we canfind an approximationf/f/' to W, the attractor

ﬁ:ﬁ(é)zA @)

will be an approximationto A.
One commondistancemeasurds the Euclideandistancewhich can be written as

B-1B-1
1 . ) . )
dg(R, L) = B2 § E (R(xgp +t,yr +3) — L(®p + 2,y +J))2 (8)
=0 7=0

with R and L denotingtwo imageblocksof size B x B pixels with their upperleft cornerat position

(zr,yr) and (x,yz) respectively. Since we want to representgrey scale values,two additional
parameters*) ando*) areintroduced which allow adjustingcontrastand brightnessof the considered
image partition. They haveto be takeninto accountwhen calculatingthe distortion measurewhich is

done by minimizing for eachrangeblock R;, the distance

dg (Rk, s(k)Ll + o(k)> — min 9
with respectto the scaling parameters(*), the offset parametero(*), and the optimal fractal basis

function L;. By usingthe Euclideanmetric the leastmeansquae algorithm offers the optimal solution
for s(¥) ando(¥) if the rangeblock Ry, andthe correspondindibrary block L; are given.

4. CODEBOOKSEARCH

Theideaof fractal block codingsuffers from its greatcomputationakffort dueto the numeroudistance
calculations. As is shownin the following, a hierarchicalsearchalgorithm combinedwith a structural
block analysisis capableof reducingthe computationaleffort to a fraction but still yields almostthe

samereconstructiorquality. As mentionedabove the greatbut finite numberof possibletransformations

— 400—



EOS/SPIE Visual Communications and PACS for Medical Applications '93, Berlin, Germany, 1993

enablesus to performa “full search”in orderto find the bestlibrary block for eachrangeblock. For
typical applicationsthe numberof range-and domainblocksis about4096 each. With eight possible
isometricmappingsthe hugenumberof 4096 x 4096 x 8 ~ 134 x 10° distancecalculationshaveto
be performed. This simple exampleillustratesthat it is necessaryo improve encodingspeedin order
to makethe fractal coding schemefeasible. We thereforeproposeto reducethe computationaburden
in the following way:

* Not all library blocks are testedfor an appropriatematchand
» the calculationof the distancedg accordingto equation(8) is partially replacedby a simpler one
in the senseof the computationalcosts.

The propertiesof the fractal codebookwhich aredescribedn section4.1 leadusto a spiral-shapedearch
addressedh section4.2 andto a hierarchicalsearchschemepresentedn section4.3. Replacingdg by
a simplerdistancemeasureas baseduponthe fact thata good matchpresupposesangeandlibrary block
to be of similar grey level distribution. For this purposein section4.4 a structuraldistancemeasured s
is proposedwhich canbe derivedmuch easierin termsof computationacomplexity thanthe Euclidean
distancedg.

4.1. Codebookproperties

Due to the restrictionswe madeto the transformationgv;, they do not operateon the entireimage
but only on the correspondingmageareaD;,. This meanghatself similarity is not exploitedin a global

but in a local senseonly. Figure (2) depictsthe probability densityof the offset vector (b;"'), b,(,k)> T.
It can be noted,that the spatialdistancebetweena domainblock from which the library block is taken
andthe block to be encodedrangeblock) is typically small,i.e. nearlibrary blocksmorelikely provide
a good matchthanfar ones. It canbe seenthat the mostlikely offsetvectoris b = (0, 0). This effect
is exploitedby restrictingthe allowedrangefor the offsetvectorb or by applyinga hierarchicalscheme,
both describedin the following sections.

\\

Probability

- T
Figure 2: Probability density for offset vectorb= (b,({k), by‘))
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4.2. Restrictedsearcharea

Fromfigure 2 it canbe seenthatlibrary blockswhich arespatiallyfar awayfrom theconsideredange
block arevery unlikely to providea goodmatch. Thereforethe searchorderis adaptedo the probability

A\ T
densityfunction of the codebookoffset vector (bg"), bl(,'”) , S0 that thosecodebookcandidatesvhich
are most likely are testedfirst. This is performedby a spiral-shapedsearchorder emeging from the

codebookentry (0, O)T of smallestoffset vectorsto larger ones. The searchendsafter a predefined
number of tests. The library block providing the best match up to this point is taken. As can be

SNR/[dB] Testimage: 512x512 lena
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Figure 3: Dependencyf Signalto noiseratio (SNR) from numberof testedblocks. Full Searchcorrespondso 100 %.

seenin figure 3 the reconstructiorguality only slightly decreasedyut encodingspeedwhich is roughly

proportionalto the numberof library testsdrasticallyincreases Anotherway to breakoff the searchis

to provide a minimum distortion level € dependenbn the desiredreconstructionquality which hasto

be fulfilled for eachlibrary block. So the library block L; is takenas approximationfor the considered
range block Ry, for which

d (Rk, sML, + o(k)> <e (10)
holds first.

4.3. HierarchicalSearch

The secondway to decreasehe numberof necessarplock comparisonss to generatea maskwhich
determinesthose codebookentries, which are consideredin the searchfor an optimal library block.
In contrastto the restrictedsearchdescribedabove,also somecodebookentrieswhich are “far” away
from the rangeblock are takeninto account. According to the distribution of the offset vectorsin the
neighborhoof the consideredangeblock a full searchstartingat codebookentry (0, O)T is performed.
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Sincefar codebookentriesare lesslikely to provide a good match, not eachof them but only a small
subsets tested. The setof allowed offset vectorsis referredto as searchmaskexemplarilydepictedin
figure 4. One can seethat the structureof this maskis adaptedto the probability density function of
the offsetvectord, sincein the neighborhoodf the codebookentry (0,0)T many blocks, but for large
offset vectorsonly a few are tested.

Offset vector (0,0)

Figure 4: Searchmaskwith 11% occupancy

Becausenot all codebookentriesare consideredthe optimal matchmay not be found. To improve
this schemea secondstepis performedby applyinga full searchin the neighborhoodf the codebook
entry which wasfound to be bestin the first step. Resultsas depictedin table 1 show,that the number
of necessarplock comparisonss significantly reducedbut the reconstructionquality is only slightly
affected when comparedwith the full search.

image: 512x512lena peiiﬁ%%fgﬂ:‘:k SNR
full search 100% 32.2dB
hierarchicalsearch 12% 31.9dB
restrictedsearch 12% 29.7dB

Table 1 Comparisonbetweenhierarchical,restricted,and full search

4.4. Structuralclassification

Despiteof thehierarchicakearchdescribedn section4.3, manycalculationf the Euclideandistance
dg accordingto equation(8) havestill to be performedin orderto find a satisfactorymatchfor every
rangeblock. For typical block sizes,e.g. 8 X 8 pixels, the calculation of eachdg needsabout 64
subtractionsand multiplications. Encodingspeedthereforecan be increasednot only by reducingthe
numberof distancecalculationaswith the hierarchicalscheme put also by reducingthe computational
complexity of the useddistortion measured.

It can be shownthat only library blocks of similar spatialgrey level distribution as the considered
rangeblocksarelikely to providea goodmatch. In orderto exploit this property,a structuralclassification
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of all rangeandlibrary blocks baseduponthe local meanis proposed.From thesea structuraldistance
measurals is derivedwhich canbe usedto determinethoseblocksfor which it is worth to calculatethe
Euclideandistancedg. This meansthatthe Euclideandistancecalculationis only performedfor those
block pairs which have a similar spatial grey level distribution.

Let B X B bethe numberof pixelswithin a squaresizedimagepartition R with its upperleft corner
at position (zgr, yr). The meangrey level mp, is then definedas

| B-1B-1
MR = 53 Y R(zr+i,yr +3J)- (11)
=0

1
i=0 j

Let Ry, R1, R>, R3 bethenonoverlappingsquaresubblocksof theimageblock R with R = U%zORv

andmpg, V v € {0,1, 2,3} bethe meanof eachsubblock. When using the block meanmpg andthe
four correspondindocal meanvaluesmp, , afeatue vectorXz = (xo, X1, X2, Xx3) canbedetermined
in the following way:

1
Xo ={ | < 12)

0, mRv S mp

The simplestway to derive a distancemeasurebetweentwo blocks R and L basedon the spatialgrey
level distribution is to comparethe single componentf the associatedeaturevectorsXgz and Xy.
So the distancemeasure

0, Xgp=Xg

dS(R,L)z{oo, Xp # Xz (13)

simply resultsin a decisionwhetherthe featurevectorsare the sameor not.

The encodingprocesss now modifiedin thefollowing way: In afirst stepa featurevectorX for each
rangeandlibrary block s calculatedaccordingto equation(12). Then,in orderto find the bestmatchfor
eachrangeblock, the hierarchicalcodebooksearchs appliedasdescribedn section4.3. The difference
is, thatthe costly calculationof the Euclideandistanced g (R, L) betweerarangeblock R andalibrary
block L is only performedfor thoseblock pairs,for which the structuraldistanceds(R, L) = 0 holds.
Sincethe calculationof the featurevectorsfor eachrangeand library block only hasto be doneonce
at the beginningof the encodingprocessjt doesnot increasethe computationalcost significantly. On
the other hand a greatnumberof calculationsof dg(R, L) can be avoided. Encodingspeedcan be
increasedby a factor of aboutfive to ten, becausehe calculationof the structuraldistanceds(R, L)
requiresmuch less computationaleffort.

Figure (5) showsthe distribution of the featurevectorsobtainedfrom a wide variety of testimages.
The squarepatternsatthe bottomdepictthe possiblespatialgrey level distributionof the consideredlock
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andarerepresentedby the numberu. The black areadenoteshat the meanvalue of the corresponding
subblockis lower comparedto the meanvalue of the entire block.
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Figure 5: Distribution of featurevectors

Becausehe Euclideandistanceonly hasto be calculatedin the caseof zero structuraldistancedg
betweentwo blocks, the numberof remaining necessarycalculationsof dg can be estimatedin the
following way:

Let

P,(X) = Prob [23X3 + 2%2x2 + 2 xv1 + 2%x0 = u] (14

be the probability that the featurevector X is of type w. The featurevectorsof rangeandlibrary blocks
were found to havethe samedistribution depictedin figure 5. Hencethe probability that two blocks R
and L havethe samefeaturevectorX = X = X canbe determinedby.

15

(]
Prob[Xp =Xz] =) ) PP (15)
i=0357=0

Coding resultsobtainedfrom severalstandardtestimagesare depictedin table2. The left and middle
column show the resulting reconstructionquality in terms of signalto noiseratio (SNR) without and
with a structuredclassificationrespectively.The right columndepictsthe relative numberof remaining
necessarfuclideandistancecalculationswhen the classificationschemeas describedaboveis applied.

—405—



EOS/SPIE Visual Communications and PACS for Medical Applications '93, Berlin, Germany, 1993

It canbe seen,that by performingthis classificationthe numberof costly distancecalculationscan be
reducedto about12 % without any significantlossin reconstructiomquality.

512x512 SNR SNR 7 —

testimage no struct. classification with struct. classification Prob[Xp = Xi]
lena 32.2dB 32.0dB 11.9%
baltimore 25.2dB 25.5dB 12.5%

Table 2 Reductionof necessanEuclideandistancecalculations

4.5. Codebookrefinement

The hierarchicalsearchaddressedin section4.3 andthe structuralblock classificationdescribedin
section4.4 are both techniquedo speedup the computationakcostly codebooksearch. Apart from this
anotherpoint of interestis to increasehe reconstructiorguality. Obviouslya full searchin the codebook
resultsin the bestquality for the given setof a priori definedtransformations.

Onepossibilityto improveencodingguality is to reducethe sizeof rangeanddomainblocks. By using
smallerblocksit is morelikely to obtaina good matchbecausehe distancebetweenthe original image
and its fractal approximationusually becomessmaller and thereforereconstructionquality increases.
Sincein somecasesg.g. flat imageareasthe approximationwith large blocksis sufficient, it doesnot
seemto be meaningfulto decreasehe block size for the entireimagebut only for thoseareaswhereno
good matchcould be achieved. A very well suitedprocedureseemsto be a quadtreesegmentatioras
describedn [11]. It hasbeenshownthat reconstructiorguality in termsof signalto noiseration (SNR)
could be improved by 1-3 dB without any increasein datarate.

Another way to enhancequality is to enlage the set of allowed transformationswhich we refer
to as codebookrefinementn the following. Due to the contractivity constraint,the scaling parameter
s(¥) (seeequation(9)) hasto be in the ranges*) € (—1.0,---,1.0). The offset parametero(*)
hasto be determinedin a way that the resulting valuesrepresentinghe grey level are in the range
z(x,y) = [0,---,255] if 8 bppimagesare considered.So the only parametemwhich can be tuned

is the rangeof the allowed offset vector (b,&k), bg(,k)) T. As mentionedin section3, the single b, , are
only allowedto be multiple of the usedblock size. We thereforeproposeto enlage the usedcodebook
by allowing a finer quantizationfor the offset vectorsin orderto increasereconstructiomuality. This
can be donein the following way:

In a first step the optimal set of transformationsW is determinedby performing a full search
or applying a more sophisticatedschemeas describedin the previoussections. In a secondstepthe
previouslydeterminedptimal offset vectoris slightly varied. If thereeX|stsanyvectorb + 6;, for which
the appropriatedistancemeasurebecomessignificantly smaller,thenthe vectorb + &y, is takenas new
offset vector. By this way the setof a priori definedtransformationss enlaged sincethe offset vector
is no longer constrainedo multiples of the usedrangeblock size.

The results we obtainedshow, that reconstructionquality can be increasedby 2—-3 dB with an
additionalcomputationakexpenseof about5-10%. Also it shouldbe mentionedthat dueto the vector
63, about4—6 extrabits are neededfor representatiof one block transformatiomwy,.
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5. SIMULATION RESULTS

Coding simulationswere carried out on the original 512x5128 bits per pixel “lena” image shownin
figure 7. The propertiesof the transformationsespeciallythe distribution of the offset vectorwhich has
beenderivedfrom a large set of testimagesare depictedin figure 2. Emeging from theseresultsit
hasbeenshownin figure 3 that the reconstructiorguality only slightly decreased the codebooksearch
is restrictedto the neighborhoodof the consideredrange block. Some improvementsare achieved
by introducing an hierarchical searchwhich is basedupon a searchmask as depictedin figure 4.
Simulation results presentedn table1 show that the hierarchicalsearchschemenearly reachesfull
searchperformancevith a fractionof its computationagéffort. Furthermodificationdeadusto a structural
classificationof the codebook.Sinceonly library blocks having the samespatialgrey level distribution
are likely to provide a good match a structuralclassificationis introducedand its resultsare depicted
in table2 for somedifferent testimages.

SNR/[dB] Testimage: 512x512 lena

34+
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N4+t H >
0 5 10 15 100%

Figure 6: Codingresultsfor somesearchschemes
1: full search

2: hierarchicalsearch

3: full searchwith structuralclassification

4: hierarchicalsearchwith codebookrefinement
5a: as4 but with additionalstructuralclassification
5b: as 5a but with reducedsearchmask Figure 7: Original 512x5128 bpp “lena’ image

A brief summaryof our coding resultsis shownin figure 6. It canbe seenthat in all casesthe
computationaleffort, which is mainly causedby the block testsin orderto obtain a satisfactorymatch,
is drasticallyreducedbut the reconstructiomquality nearly remainsthe same. By applyinga codebook
refinementthe reconstructiomjuality evenis beyondthe full searchboundarybut with a fraction of its
costs.

6. CONCLUSIONS

Basedon thoroughstudiesof the fractal codebooka fasthierarchicalsearchalgorithmis describedwvhich
significantly increasesencodingspeedwhile retainingfull searchperformance.In contrastto the latter
only a subsewf all possiblelibrary blocksis testedfor a satisfactorymatch. The selectionof this subset
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containingaboutfive to ten percentof all library blocksis basedupon the following propertiesof the
fractal codebook:

» The spatialdistancebetweena library block andthe block to be encoded(tamget block) is typically
small,i.e. near library blocksmorelikely providea goodmatchthanfar ones.Thereforethe search
orderis adaptedo the probability densityfunction of the codebookentriesusinga weightedsearch
mask.

* A goodmatchpresupposesmetandlibrary blocksto beof similar structurewhich hasbeenexploited
by a codebookclassification.On the basisof a local meananalysisa structuraldistancemeasurenas
beendevelopedwvhich partially replaceshe costly calculationof the usedEuclideandistance.

Emeging from the optimal matchthe initial codebookhasbeenlocally refined anda secondsearch
is applied. By this meansthe reconstructiorquality comparedo the full searchcould evenbeincreased
with a fraction of its computationaleffort.

Further investigationsare directedto apply the proposedfast hierarchicalsearchalgorithm to the
field of video coding. Especiallyin this caseit is necessaryo performa fast encodingproceduredue
to the high encodingrate required.
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