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ABSTRACT

In this paper we propose an optimized fractal
image coder. With a better codebook design, vector
quantization of the luminance transformation para-
meters, an adaptive search scheme, and entropy cod-
ing of the geometrical transformation parameters we
obtain an improved coding performance as com-
pared to existing fractal image coders. We show how
the optimal luminance transformation can be deter-
mined. Our experimental results show that the Lena
image can be coded at the rate of 0.13 bpp to 0.4
bpp to yield PSNR-values of 30 dB to 35 dB.

INTRODUCTION

The principle of fractal imagecodingis basedon
the theory of iterated transfomations developedby
Barnsley|1]. Fractalimagecodingconsistdn finding
a constructionrule that producesa fractal image
which approximateghe original image. Redundancy
reductionis achievedoy describingthe original image
through smaller copies or parts of the same image.

Typical digital imagesare not self-transformable
in the sensethat a systemof trangormationswhen
iteraively applied to any initial image, yields an
imagecloseto the imageto be encodedOne solution
to this problemis a block oriented coding scheme

proposed by Jacquin [2,3], and was recently improved

by Jacobs etl. [4]. Theimageto be encodeds parti-
tioned into non-overlapping,square blocks (range
blocks). Thetaskof a fractal coderis to find a larger
block of the sameimage (domain block) for every
rangeblock in sucha way that a cortractive trans-
formationt of the domainblock is a good approxi-
mation of the rangeblock. T is a combinationof a
geometrical transformation y and a luminance
transformation A.

The geometrical transformation consists of a
spatial contractionand a position shift. The lumi-

nance transformationchangesthe corntrast and the
brightnessof a block. The union of all possiblecom-
binationsof trangormationsy ° A is called virtual
codebook. This codébook needsnot to be transmited
to the decoder, becausea reconstructioncan be
generated iteratively together with the decoded image.

We showthatthereis exactly one optimal pair of
geometricaandluminancetransform#on thatcanbe
found as follows: For all codebookblocks to be
examinedthe optimal luminance transfomation is
evaluated. The codebook block with the smallest
approximation error represents the bBegtpair.

At the decoder, the ‘fractal code', iteratively
applied to any initial image, generates the
reconstructed image.

DESCRIPTION OF THE CODER

The basicprinciple is similar to Jacquin'scoder,
the important improvemengseexplainedreferringto
the structureasshownin Fig. 1. We usea threelevel
hierarchy. The rangeblock sizesare 16x16, 8x8 and
4x4 pixels. A range block can be split into four
smaller range blocks . Thecisionaboutsplitting the
larger range blocks dependson the approximaion
error in the range blocks of the némwérarchicalevel.

If this error exceeds givenlevel, anadditionaltrans-
formation is determined for the smaller range blocks.

Codebook design

The searchfor the geometricatransformatiorcan
be seen as a search in a codebookabraiinsthe set
of all spatial contracteddomain blocks. Instead of
constructinga pixel of a cortractedblock from the
averageof four pixels in the domain block [2], we
performlow-passfiltering followed by sub-sampling.
The codeboolblocksare thenfree of aliasingerrors,
and a smaller distortion is achievedwith the same
codebook size.
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Fig. 1. - Coder and decoder structure of a fractal block coder (here shown with a two level hierarchy)



Classification

To adaptthe complexity of the geometricatrans-
formation to the "complexity" of the range blocks,
rangeand codebookblocks are classfied. We usea
variance-classification to sulwitie the blocks int¢he
classeshade, ShadeMid, Midrange andMidEdge.

All rangeblockswith shadepropertyare approxi-
matedby their mean.For all other rangeblocks the
fractal coding consistsin finding a codebookblock
that, togetherwith the luminancetransformationpro-
ducesthe best approximation. All codéook blocks
with the same properties as the range block are
examined For rangeblockswith edgepropertiesre-
flections and rotations (isometries)are examinedas
well. Whenthe bestblock is found, it is classifiedin
an unambiguous way (Midrange resp. Edge).

Optimal luminance transformation /
Approximation error calculation

The luminancetransformation\ servesto adjust
the contrast(a) and brightness(b) of a codebook
block. Thereis a pair of parameterga,,, b_,) that
minimizes the squarederror betweenrangecb]ock f
andthetransformedcodebookblock g of any classof
size NxN. The luminancetransformationhasto be

found such that
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To find the minimum of the error function the
partial derivatives o#*(a,b) must be set to zero.

C.(0,0)
pt = = 2 Bopt = M~ Qgpr g
Og

Cydenotes theovariance of g and, 05 the variance of g.

The resulting error for optimally transformed
blocks dependsonly on the variance of the range
block and the correlation coefficient p, of both

blocks.
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If thea-b-pairsarequantizedor limited, we getan
additional error that dependson the deviation from
the optimal palrzﬁa a- 8y, Ab=Db-by,)
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Vector quantization of the luminance transfor mation
The parameterf the luminancetransfomation
are continuousand have to be quantized.We use
vector quantizationbecausethe a and b valuesare
correlated.Furthermore the topology of the optimal
a-b-pairs is very similar for many pictures.

Geometrical transformation / adaptive search
When searchingfor a codebookblock, that is
similar to the rangeblock, we use a specialsearch
schemeThe searchpathhasthe form of a spiraland
starts with thecodeboolblock thatcorrespondso the
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thanfor midrangeblocks. The searchfor a transfor-
mationis abortedif the approximationerroris below
a thredold valueat the first searchpositionor at the

endof a minimal searcharea.To be ableto encode
the searchindicesefficiently, we introduceadditional
classedfor the minimal searchregionsand the first

midrange block (Midrangel).

Coding of the transformation parameters

The classof a rangeblock and its partition are
entropycoded.For all classesxceptShadeand Mid-
rangela geometricalindex hasto be transnitted. In
the caseof edgeblocksthreeadditionalbits indicate
one of eightisometries.For shadeblocks, the infor-
mation of the luminancetransforméon consistsof
the index of the quantizedmean.In all othercasesit
is the index ofhe luminance vector quantization.

SIMULATION RESULTS AND CONCLUSION

We have proposedan optimized fractal image
coder performing comparably to state-of-the-art
vector quantizersOur coderproducesmageswhich
are aestheticallyand qualitaively betterthanimages
coded by JPEG and Jacquin’sand Jacobs fractal
coder. The edgereproductionof our coderis excel-
lent. High frequency regions with low variance tend to
be smoothedout. Someblockinessis visible at very
low bit rates.Table 1 showsthe pefformancecom-
pared to JPEG resp. Jacobs results. Further im-
provementsare expectedvith an optimizedcodebook
designfor the luminancetransformationA combina-
tion with otherimage coding techniquesand a lumi-
nancetransformationthat is betterable to approxi-
mate larger blocks, should bring further progress.

JPEG | our coder| Jacobs our coder
rate  (bpp] 0.37| 0.37 0.22 0.15
PSNR (dB)|33.46 | 34.67 |30.71 |30.71
Table 1. coder performance ("Lena” image size 512x512)
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