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Abstract

We analyze a dynamic moral-hazard model to derive optimal sales force compensation
plans without imposing any ad hoc restrictions on the class of feasible incentive contracts.
We explain when the compensation plans that are most common in practice – fixed salaries,
quota-based bonuses, commissions, or a combination thereof – are optimal. Fixed salaries are
optimal for small revenue-cost ratios. Quota-based bonuses (commissions) should be used
if the revenue-cost ratio takes intermediate (large) values. If firms face demand uncertainty,
markets are rather thin, and the revenue-cost ratio large, firms should combine a commission
with a quota-based bonus. If word-of-mouth advertising affects sales, a dynamic commission
that increases over time can be optimal. When entering a new market or launching a new
product, firms should install long-term bonus plans.
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1 Introduction

Personal selling via sales forces is one of the most important marketing instruments. According

to Zoltners et al. (2008, p. 115), U.S. firms spend approximately $800 billion on sales forces each

year – almost three times as much as they spent on advertising in 2006. Sales force compensation

plans, however, differ across firms. Joseph and Kalwani (1998, p. 149) report that 5% of the 266

companies participating in a survey exclusively pay fixed salaries to their salespeople, 24% use

only commissions, 37% use only a bonus component, and 35% use both commissions and bonus

pay. By far the most important criterion in determining bonus payments was the comparison

of actual sales and a predetermined quota. Hence, commissions and/or quota-based bonuses

appear to be the most common forms of sales force compensation.

In this paper, we analyze an agency-theoretic framework that can explain under which

conditions one form of compensation plan dominates the other. We employ a dynamic moral-

hazard model that allows us to solve for the optimal compensation plan without imposing

any ad hoc restrictions on the class of feasible contracts. We find that those compensation

schemes that are frequently observed in practice – fixed salary, quota bonus, commission, or

a combination thereof – indeed often maximize firm profits. In particular, we are the first to

show that combining a commission with a quota-based bonus can be an optimal compensation

scheme.

In our model, a sales agent has to decide whether to work hard or not to sell a product in

each of two periods. Both the agent and the firm observe sales at the end of each period. The

agent is protected by limited liability so that his compensation must be non-negative.1 For our

basic model, we obtain the following results. If the ratio between sales revenues and the agent’s

effort costs is sufficiently low, the firm pays only a fixed salary that induces low effort in both

periods. For intermediate revenue-cost ratios, the firm wants to avoid that the agent always

exerts low effort. Optimal compensation is then given by the class of cutoff incentive plans that

make the agent work hard in the first period, but lead to high effort in the second period if and

only if a first-period sale occurred. A central feature of such an incentive plan is that the agent

must sell the product in the first period to earn a reward. A quota-based bonus scheme which

offers a bonus to the agent if and only if he was successful in both periods belongs to this class

of contracts.

For high revenue-cost ratios, optimal compensation is described by the class of permanent

incentive plans that always induce high effort. The well-known commission scheme, which

1This assumption is common in the literature. See, e.g., Sappington (1983), Innes (1990), Demougin and
Fluet (1998), Oyer (2000), Simester and Zhang (2010), Simester and Zhang (2013), Poblete and Spulber (2012),
and Kishore et al. (2013).
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pays a certain commission rate per sale to the agent, belongs to this class of incentives plans.

Importantly, the quota-based bonus and the commission are mutually exclusive as optimal sales

force compensation. The advantage of the quota-based bonus over the commission is that the

former induces high effort in the first period at lower cost for the firm. However, this also implies

that the agent might be demotivated in the second period if it is clear that he cannot make the

quota. The firm accepts this drawback only if the potential loss, indicated by the revenue-cost

ratio, is not too large. Moreover, for a given revenue-cost ratio, a quota-based bonus is optimal

if sales respond either sufficiently little or sufficiently strongly to the agent’s effort.

We also consider two variants of our basic model – demand uncertainty and preference

uncertainty. In the former case, future demand cannot be perfectly foreseen and may depend

on previous sales. We show that, when the firm wishes to induce high effort in both periods,

demand uncertainty can imply the optimality of an incentive compensation plan that combines a

commission with a quota-based bonus. This is the case when the product market is rather thin,

i.e., a first-period sale makes it harder to sell the product in the second period. By contrast, if a

first-period sale makes a second-period sale more likely (e.g., due to word-of-mouth advertising),

a dynamic commission that increases over time is optimal. We further find that, under demand

uncertainty, a commission scheme can exhibit another comparative advantage because the firm

might be able to implement the optimal commission even if it has less knowledge on short-term

demand developments than the sales agent. In such a situation, the commission is the uniquely

optimal permanent incentive plan. Moreover, we show that the three practically most relevant

incentive plans – commission, bonus, and a combination thereof – are all unique solutions to

the firm’s optimization problem when the firm collects sales figures less frequently and hence

observes only total sales at the end of the second period. Interestingly, scarcer information on

sales performance has no adverse effect on firm profits because the aforementioned incentive

plans do not require intermediate sales information.

Preference uncertainty reflects a situation where it is uncertain how customers respond to

the sales agent’s effort, e.g., because the firm enters a new market or launches a new product.

In this case, a commission is no longer optimal. Instead, the firm maximizes profits by either a

fixed salary, a quota bonus, or an incentive scheme that focuses on second-period sales. Finally,

we discuss how advertising, the infeasibility of long-term contracts, and limited liability of the

firm affect the optimal compensation plan. In the latter two situations, the quota bonus as

an optimal sales force compensation turns out to be less robust. Our results can be nicely

translated into clear empirical predictions, which we discuss in the conclusion.

Our paper closes a gap in the theoretical literature on optimal sales force compensation by
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providing optimality conditions for the different types of incentive compensation plans that are

typically observed in practice. The analysis of optimal sales force compensation under moral

hazard traces back to Basu et al. (1985). They show for a single-period setting with a risk-averse

agent that optimal incentive pay usually is a non-linear increasing function of sales. It is argued

that commonly used compensation plans can be seen as a piecewise linear approximation of

their optimal contract. Raju and Srinivasan (1996) show that such an approximation indeed

only leads to a small loss relative to the optimal contract.

By now, there is an extensive literature analyzing optimal single-period sales force compen-

sation in various contexts (see Coughlan (1993) and Albers and Mantrala (2008) for surveys).

Dearden and Lilien (1990) and Lal and Srinivasan (1993) extend the work by Basu et al. (1985)

to dynamic environments. Dearden and Lilien (1990) explain how the compensation plan should

be adjusted in the presence of production learning effects. Lal and Srinivasan (1993) consider

a setting that satisfies the properties for the optimality of a linear incentive scheme as char-

acterized by Holmstrom and Milgrom (1987). By contrast, we provide conditions under which

non-linear incentive schemes (e.g., quota-based bonuses) dominate linear ones (e.g., commis-

sions) in a dynamic setting.2 Focussing on a behavioral approach, Jain (2012) shows that

multiperiod quotas can solve a self-control problem on the side of the agent. Our results offer

an alternative explanation for the optimality of quotas based on the rational behavior of sales

agents. Kishore et al. (2013) show that quota-based bonuses exhibit an advantage over com-

missions when multitasking concerns are present but do not solve for the optimal contract. In

a recent empirical study, Chung et al. (2013) find that quota-based bonuses enhance perfor-

mance in a firm that also uses commissions. Our theoretical model confirms this observation

for situations with demand uncertainty.

The binary-effort approach used in this paper is widely accepted in agency theory (e.g.,

Che and Yoo (2001); Laffont and Martimort (2002); Schmitz (2005, 2013); Simester and Zhang

(2010); Kaya and Vereshchagina (2014)).3 Our paper is particularly related to dynamic binary-

effort models with moral hazard and limited liability, which are analyzed by Bierbaum (2002)

and Schmitz (2005, 2013). In contrast to our paper, these works focus on a situation where

the principal wishes to induce high effort in each period. Thus, by assumption, a quota cannot

be optimal because it would lead to low effort when it turns out that the quota cannot be

made.4 As another difference to our setting, Bierbaum (2002) assumes that the principal can

2Oyer (2000) shows that a bonus tied to a quota can be the uniquely optimal contract in a static setting.
Also employing a static model, Bak and Klecz-Simon (2013) find that introducing quota bonuses for sales agents
engaging in Bertrand competition can increase firm profit. Agents, however, incur a constant cost per sale and
do not choose effort.

3Continuous effort would not be analytically tractable in our dynamic setting.
4Our result that the principal may wish to induce high effort only after a first-period success resembles a
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extract payments from the agent up to his first-period wage in the second period, or dismiss

the agent after the first period. In Schmitz (2005, 2013), the first-period outcome affects the

effectiveness of effort in the second stage. By contrast, there are no externalities across periods

in our model. The only exception is that, under demand uncertainty, the probability that there

will be a customer in the second period can depend on first-period sales.

The remainder of the paper is organized as follows. Section 2 introduces the basic model.

In Section 3, we solve this model and show that fixed salaries, quotas, and commissions are

optimal contracts that are mutually exclusive. Sections 4 and 5 consider demand uncertainty

and preference uncertainty as extensions of the basic model and investigate the robustness of the

previously optimal contracts. Section 6 discusses further variations of the basic model. Section

7 concludes.

2 The Basic Model

A firm hires a sales agent to sell its service or product in each of two periods. In each period i

(i = 1, 2), the sales agent interacts with one customer. When dealing with customer i, the agent

can exert low or high effort ei ∈ {0, 1}. The firm cannot observe the agent’s effort choice so that

the given setting describes a typical moral-hazard problem. We apply the usual tie-breaking

rule that the agent will choose high effort if he is indifferent between both effort levels. The

probability that a customer buys the product is α when effort is low and α + ρ when effort is

high, with α, ρ > 0 and α + ρ < 1.5 The parameter ρ thus reflects how responsive sales are to

the agent’s effort. Effort costs are cei, where c > 0. When a sale occurs, the firm receives the

revenue R > 0. We assume that ρR− c > 0, i.e., exerting high effort is efficient.

Let xi ∈ {0, 1} indicate whether customer i bought the product (xi = 1) or not (xi = 0).

The total number of sales is x = x1 + x2, x ∈ {0, 1, 2}. At the end of period i, both the firm

and the agent observe xi.
6 At the beginning of the first period, the firm offers the agent a

compensation scheme w that depends on sales, w = (w00, w10, w01, w11), where wx1x2 denotes

the payment when sales x1, x2 ∈ {0, 1} occurred. The firm designs the compensation scheme to

maximize expected profit, i.e., expected revenues minus expected compensation. Note that our

setting allows for a variety of compensation plans, including fixed salaries, commissions, and

quota-based bonuses.

To exclude trivial solutions to the given moral-hazard problem, we assume that the firm

finding by Ohlendorf and Schmitz (2012), who analyze a dynamic limited-liability model with continuous effort.
In their framework, an optimal dynamic contract always exhibits memory.

5We exclude α = 0 because in this case the principal can always induce the efficient (first-best) solution.
6In Section 6, we discuss a situation where the firm only observes total sales x.
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faces some contractual friction. Contract theory offers two standard frictions (e.g., Laffont and

Martimort (2002), Sections 4.3 and 4.4) – the agent is assumed to be either risk averse (and

unlimitedly liable) or protected by limited liability (and risk neutral). Both frictions imply that

providing incentives leads to costs for the firm which exceed the effort and opportunity costs of

the agent. In case of a risk-averse agent, the firm has to compensate him for any income risk

he bears. In case of limited liability, the firm has to leave a rent to the agent. In our setting,

we assume that the sales agent is risk neutral7 but protected by limited liability in terms of

wx1x2 ≥ 0 for all x1 and x2 (i.e., the firm cannot impose negative wages to punish the agent for

poor performance). The agent’s reservation utility is zero.8

The timeline of the game is as follows. First, the firm offers a compensation contract. Then

the sales agent accepts or rejects the contract offer. If he rejects, the game will end and the

agent earns his reservation value. If he accepts, he will interact with the first-period customer

and decide on effort. After having observed the first-period sales outcome, the agent deals with

another customer in the second period and again chooses high or low effort. Finally, the sales

agent is paid according to the compensation contract.

3 Optimal Compensation in the Basic Model

When determining the optimal compensation for the sales agent, the firm may be interested in

different effort levels depending on the specific nature of the transaction, which is captured by

the values of the model parameters. Therefore, we first consider three scenarios characterized

by the implementation of different effort combinations. Each scenario will turn out optimal for

certain parameter constellations.

In scenario 1, the firm induces low effort in both periods (e1 = e2 = 0). The firm then

optimally offers a fixed salary of zero because both the agent’s reservation utility and the low-

effort costs are normalized to zero. Optimal compensation thus is wF = (0, 0, 0, 0) and the

firm’s expected profits are πF = 2αR.

By contrast, in scenario 2, effort is high in both periods (e1 = e2 = 1). We label the

corresponding class of optimal contracts as permanent incentive plans since they provide high

effort incentives independent of the sales history. The firm’s contracting problem is solved by

backward induction. To this end, consider the agent’s effort choice with the second customer.

To implement e2 = 1 for either first-period outcome, the wages wx1x2 have to satisfy the second-

7The empirical findings of Ackerberg and Botticini (2002), Hilt (2008), and Bellemare and Shearer (2010)
show that agents with low risk aversion sort themselves into risky jobs. Hence, it is not unrealistic to assume
that sales agents, in particular, have a high risk tolerance in practice.

8This assumption will ensure that the firm has to leave a rent to the agent under any incentive contract.

6



period incentive constraint

(α+ ρ)wx11 + (1− α− ρ)wx10 − c ≥ αwx11 + (1− α)wx10 for x1 = 0, 1, (1)

which requires that the agent’s expected net income is greater or equal when choosing high

instead of low effort, irrespective of the sales history x1. The incentive constraint is equivalent

to

wx11 ≥
c

ρ
+ wx10 for x1 = 0, 1. (2)

Anticipating high effort with the second customer, the agent also chooses high effort with the

first customer (i.e., e1 = 1) when this leads to a higher expected net income across both periods

than low first-period effort. The corresponding first-period incentive constraint is

(α+ ρ) [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α− ρ) [(α+ ρ)w01 + (1− α− ρ)w00 − c]− c

≥ α [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α) [(α+ ρ)w01 + (1− α− ρ)w00 − c]

⇔ ρ [(α+ ρ)(w11 − w01) + (1− α− ρ)(w10 − w00)] ≥ c. (3)

The firm wants to induce permanent incentives at minimal costs. Hence it solves

min
w11,w10,w01w00≥0

(α+ρ)2w11+(α+ρ)(1−α−ρ)w10+(1−α−ρ)(α+ρ)w01+(1−α−ρ)2w00 (4)

subject to the incentive constraints (2) and (3) and the participation constraint that guarantees

the agent a non-negative expected net income. Since non-negative wages are ensured by the

limited-liability constraint w11, w10, w01, w00 ≥ 0, the agent can always achieve a non-negative

net income by accepting the contract and choosing zero effort. Thus, we can ignore the partic-

ipation constraint in the following.

The optimal solution to the firm’s problem comprises w00 = 0, which implies w01 = c
ρ . From

the first-period incentive constraint (3), it follows that the firm cannot do better than setting

w11 and w10 such that

(α+ ρ)w11 + (1− α− ρ)w10 =
c

ρ
+ (α+ ρ)w01 = (1 + α+ ρ)

c

ρ
. (5)

The class of optimal permanent incentive plans is thus described by w00 = 0, w01 = c
ρ , and

any combination of w11 and w10 satisfying (5) and (2). One possibility is to set w10 = c
ρ and

w11 = 2 cρ , which describes a commission scheme where the sales agent receives the commission

c
ρ per sale. The compensation scheme wC =

(
0, cρ ,

c
ρ , 2

c
ρ

)
is thus optimal and the firm’s expected
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profit is

πC = 2(α+ ρ)R− (α+ ρ)

[
(1 + α+ ρ)

c

ρ
+ (1− α− ρ)

c

ρ

]
= 2(α+ ρ)

(
R− c

ρ

)
. (6)

Because the agent is protected by limited liability, he earns a rent in this scenario, i.e., the

agent’s expected wage minus effort costs is strictly larger than his reservation utility. The rent

amounts to 2
[
(α+ ρ) cρ − c

]
= 2α cρ .

In scenario 3, the agent’s second-period incentives depend on the sales outcome of the first

period. The firm induces e1 = 1 but implements e2 = 1 if and only if x1 = 1. That is, the agent

should exert high effort with the second customer if and only if he could sell the product to

the first customer. We term the corresponding class of optimal contracts cutoff incentive plans

since, as we will show below, the agent must be successful with the first customer as a necessary

condition to earn a reward.

From condition (2), we can deduce the second-period incentive constraints

w11 ≥
c

ρ
+ w10 and w01 <

c

ρ
+ w00. (7)

The first-stage incentive constraint differs from constraint (3) above, because the agent antici-

pates that second-period effort will not always be high:

(α+ ρ) [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α− ρ) [αw01 + (1− α)w00]− c

≥ α [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α) [αw01 + (1− α)w00]

⇔ ρ [(α+ ρ)w11 + (1− α− ρ)w10 − αw01 − (1− α)w00] ≥ (1 + ρ)c. (8)

Again, the firm minimizes wage costs for implementing the given effort combination. It now

solves

min
w11,w10,w01,w00≥0

(α+ρ)2w11+(α+ρ)(1−α−ρ)w10+(1−α−ρ)αw01+(1−α−ρ)(1−α)w00 (9)

subject to (7) and (8). As an immediate consequence, we obtain w00 = w01 = 0. A commission

scheme can therefore not be optimal. By the incentive constraints (7) and (8), all w11 and w10

satisfying

(α+ ρ)w11 + (1− α− ρ)w10 = (1 + ρ)
c

ρ
and w11 ≥

c

ρ
+ w10 (10)

minimize the firm’s wage costs. Therefore, w00 = w01 = 0 and the conditions (10) characterize

the class of optimal cutoff incentive plans. One optimal plan is w10 = 0 and w11 = 1+ρ
α+ρ

c
ρ , which
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corresponds to a quota-based bonus where the agent only earns a bonus if he sold the product

to both customers. Hence, the compensation scheme wQ =
(

0, 0, 0, 1+ρα+ρ
c
ρ

)
is optimal and the

firm obtains the expected profit

πQ = (α+ ρ)R+
[
(α+ ρ)2 + (1− α− ρ)α

]
R− (α+ ρ)(1 + ρ)

c

ρ

= (α+ ρ)

(
R− c

ρ

)
+
[
(α+ ρ)2 + (1− α− ρ)α

]
R− (α+ ρ)c. (11)

The agent earns the rent α cρ .

Besides the three scenarios we have discussed so far, there are other effort combinations that

can be implemented. From the firm’s point of view, however, none of the other combinations is

optimal.9 We thus have three candidate solutions that may lead to maximum firm profits – a

fixed-salary in scenario 1, a commission in scenario 2, and a quota-based bonus in scenario 3. In

scenarios 2 and 3, the optimal incentive compensation plan is not unique. However, commission

and quota-based bonus are mutually exclusive: In scenario 2 (scenario 3), the uniquely optimal

wage if only the second customer buys the product is w01 = c
ρ (w01 = 0). Thus, the firm will not

use a quota scheme in scenario 2 and it will not employ a commission in scenario 3. Comparing

firm profits in the three scenarios and defining the thresholds

ΩL (α, ρ) :=
α+ ρ

1 + α+ ρ

1 + ρ

ρ2
<

α+ ρ

1− (α+ ρ)

1− ρ
ρ2

=: ΩH (α, ρ) (12)

leads to the following result.

Proposition 1 The firm maximizes expected profits by paying a fixed salary, or using a quota-

based bonus, or paying a commission. The fixed salary wF = (0, 0, 0, 0) is optimal if and

only if R
c ≤ ΩL (α, ρ); the quota-based bonus wQ =

(
0, 0, 0, 1+ρα+ρ

c
ρ

)
is optimal if and only if

ΩL (α, ρ) < R
c < ΩH (α, ρ); and the commission wC =

(
0, cρ ,

c
ρ , 2

c
ρ

)
is optimal if and only if

ΩH (α, ρ) ≤ R
c . The agent earns the rent α cρ under the quota-based bonus and the rent 2α cρ

under the commission.

Proof. See Appendix.

Proposition 1 shows that one of three practically relevant compensation schemes maximizes

the firm’s expected profit. Figure 1 illustrates the firm’s optimal choice as a function of R/c

and ρ.10 Eliciting high effort from the agent in at least one period is only worthwhile if the

revenue-cost ratio, R/c, is sufficiently large, R/c > ΩL (α, ρ). This condition is also satisfied

9See the Additional Material 1.
10Recall that, by assumption, high effort is efficient, i.e., ρR − c > 0. Because this implies R/c > 1/ρ, only

parameter constellations above the hyperbola 1/ρ are feasible.
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quota

commission

0
1− α

1
ρ

ΩL (α, ρ)

ΩH (α, ρ)

fixed
salary

R
c

ρ

Figure 1: Optimal compensation plans

when α is sufficiently low. Intuitively, the firm wants to provide incentives when a customer

is unlikely to buy if the agent does not put forth an extra effort. Furthermore, the firm will

implement incentive pay if ρ is sufficiently large, i.e., if sales are highly responsive to effort. The

sales agent then responds more strongly to incentives, which makes inducing high effort less

costly for the firm because the rent it has to leave to the agent decreases under either incentive

scheme.

To provide incentives, the firm can choose between a commission and a quota-based bonus.

It uses a commission if it wants to generate strong incentives, i.e., if effort should be high

with every customer. In contrast, the quota-based bonus creates only intermediate incentives.11

Because the agent is rewarded only when he sold the product to both customers, he will no

longer be motivated to exert high effort when he failed to make a sale in the first period. Our

results show that such a demotivation effect is frequently in the firm’s interest.12

The comparative advantage of the quota-based bonus is that the relatively high probability

of no reward payment makes incentive provision less costly for the firm: the agent’s rent under

the quota-based bonus is only half as large as his rent under the commission. Still, the agent

exerts high effort with probability α+ ρ in the second period under the quota-based bonus. On

11Kishore et al. (2013) analyze data from a pharmaceutical corporation that switched from a bonus plan to
a commission plan to compensate its sales force. They find that the commission plan led to more effective
incentives. Overall productivity increased by 24%.

12Steenburgh (2008) empirically analyzes the effects of bonuses on sales force performance. He concludes that
“[...] bonuses cause some salespeople, those who are unlikely to make quota, to reduce effort, but this effect is
more than compensated for by productive increases in output by other salespeople.” (Steenburgh 2008, p. 252)
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the downside, however, expected revenues are lower under the bonus than under the commission

because the chance of a sale in the second period is lower under the bonus. Therefore, a bonus

is optimal when R/c is sufficiently small, implying that the loss in revenues is dominated by

the decrease in compensation. This is the case if and only if R
c < ΩH (α, ρ) = α+ρ

1−(α+ρ)
1−ρ
ρ2

. The

higher α + ρ and thus α+ρ
1−(α+ρ) , the more likely the first customer is to buy and, consequently,

the quota-based bonus does not lead to a loss in revenues because effort will also be high in the

second period. A higher α thus makes a bonus more attractive compared to a commission. For

ρ, however, there is a counteracting effect, reflected by 1−ρ
ρ2

. The larger ρ, the easier the agent is

to motivate. Therefore, always inducing high effort by a commission becomes more attractive.

However, if ρ is sufficiently large, high effort is almost certain to result in a sale. This makes

a loss with the second customer highly unlikely under a quota scheme and, thus, the bonus

dominates the commission: limρ→1−α ΩH (α, ρ) =∞. Consequently, firms with sufficiently low

or sufficiently high effort-sales responsiveness should adopt a quota-based bonus. This non-

monotonicity result concerning the impact of ρ on the optimal incentive scheme is illustrated

in Figure 1 and summarized in the following corollary.

Corollary 1 Assume that the firm wants to provide effort incentives, i.e., R
c > ΩL (α, ρ). A

quota-based bonus is optimal if sales respond either sufficiently little or sufficiently strongly to

effort.

The following two sections consider more complex scenarios to check the robustness of our

previous findings.

4 Demand Uncertainty

In the basic model, we have assumed that the agent’s opportunities to sell the product are

constant over time, i.e., the agent can be certain that there will be a customer also in the

second period. However, in practice firms and their sales agents often face demand uncertainty,

i.e., they cannot perfectly foresee future market developments for their product. Moreover, from

working in the field the agent is often better informed about short-run demand developments

than the firm.

To capture this problem, we now assume that first-period demand is certain but the second

customer only arrives with an exogenously given probability βx1 ∈ (0, 1) where x1 ∈ {0, 1}

again denotes first-period sales. There are three possibilities. We can have β1 = β0 so that

second-period demand is uncertain but independent of whether the agent was successful with

the first customer or not. Alternatively, second-period demand depends on whether there was
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a first-period sale. In that case, we may either have β1 > β0 indicating that first-period success

increases the probability of a second-period customer compared to a first-period failure, e.g.,

due to word-of-mouth advertising. Or we may have β1 < β0, e.g., because the market has only

few potential customers (“thin markets”) so that a successful sale in the first period leads to a

significant reduction of the remaining market capacity (e.g., markets like real estate markets or

the high-end art market where very expensive goods are traded).

The time structure of the model changes as follows: First, the firm decides on the compensa-

tion plan. Then, the first customer arrives and the agent decides on exerting effort. Afterwards,

the agent (but not the firm) observes whether there will be a second customer (with probability

βx1) or not (with probability 1− βx1). If a customer arrives, the agent again decides on effort.

The firm does not learn whether second-period failure is the result of no demand.

Define

Ω̂L :=
1 + ρβ1

1− αβ0 + (2α+ ρ)β1

α+ ρ

ρ2
.

Solving for the optimal compensation plan leads to the following findings:

Proposition 2 Suppose there is demand uncertainty such that the second-period customer ar-

rives with probability βx1 ∈ (0, 1). Assume further that β0 ≤ 2β1, i.e., the market is not

too thin. (i) If R
c ≤ Ω̂L, the fixed salary wF is optimal. (ii) If Ω̂L < R

c ≤ ΩH (α, ρ), the

quota-based bonus wQdu =
(

0, 0, 0, 1+ρβ1
(α+ρ)β1

c
ρ

)
is optimal. (iii) If R

c > ΩH (α, ρ) and β0 ≥ β1,

the scheme wBCdu =
(

0, cρ ,
c
ρ , 2

c
ρ + α

α+ρ
β0−β1
β1

c
ρ

)
is optimal. That is, the firm maximizes its

profits by using a commission combined with a bonus to be paid when the agent was suc-

cessful in both periods. If R
c > ΩH (α, ρ) and β0 < β1, the dynamic commission wSCdu =

(0, [1 + α(β0 − β1)] cρ ,
c
ρ , [2 + α(β0 − β1)] cρ) is optimal.

Proof. See Appendix.

Proposition 2 considers a situation where markets are not too thin, i.e., β0 is not too large

relative to β1. The proof of the proposition shows that we have a similar solution as in the

basic model. The firm offers the fixed salary wF if the revenue-cost ratio, R/c, is sufficiently

small. If the revenue-cost ratio takes intermediate values, optimal sales force compensation is

given by a class of cutoff incentive plans that never reward the agent if he failed in the first

period (i.e., w01 = 0). In particular, the firm cannot do better than using a quota-based bonus

that is adapted to the given situation with demand uncertainty. This bonus, w11, decreases in

β1 because a low probability β1 makes it more difficult for the sales agent to obtain the bonus,

which requires sales to two customers. This effect demotivates the agent. By choosing a high
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bonus, the firm restores the agent’s incentives.13

For a sufficiently large revenue-cost ratio, the firm relies again on a class of permanent

incentive plans, i.e., it always induces high effort. However, in contrast to the basic model,

this class of permanent incentive plans includes a pure commission only if there are no demand

externalities across periods (i.e., β0 = β1). If markets are thin (i.e., β0 > β1), the firm maximizes

profits by combining the commission from the basic model, c
ρ , with the bonus α

α+ρ
β0−β1
β1

c
ρ that

is paid when the agent sold the product in both periods. If β0 > β1, a first-period failure is

quite attractive for the agent since it leads to a higher probability of earning a second-period

rent. To work against this detrimental incentive effect, the firm needs to attach an extra reward

to two sales in order to incentivize the agent in both periods. By contrast, if β0 < β1, the firm

can employ a dynamic commission with commission rates that increase over time.14 It is no

longer optimal for the firm to pay the commission c
ρ for a first-period sale. The agent’s payoff

from a first-period success can be lowered because the agent is also motivated by the prospect

to earn a second-period rent with a higher probability when he is successful in the first period.

The lower threshold for implementing a quota-based bonus, Ω̂L, increases in β0 and de-

creases in β1. Intuitively, inducing high effort in period 1 is less (more) worthwhile, if it lowers

(increases) the chance of having a second-period customer relative to low effort. The higher

threshold for implementing a bonus, ΩH (α, ρ), is independent of β0 and β1, and identical to the

corresponding threshold in the basic model. The proof of Proposition 2 shows that the expected

returns and the expected labor costs increase in β0 and β1 under both classes of incentive plans

and that these effects cancel each other out when the respective profits are compared.

For β := β1 = β0, the class of permanent incentive plans from Proposition 2 (iii) contains

the commission wC from the basic model, which is independent of β. The commission scheme

thus is a quite robust incentive device when there is demand uncertainty that is independent of

the sales history. Moreover, we obtain the following uniqueness result.

Corollary 2 Assume that R
c > ΩH (α, ρ) and let β := β1 = β0. Suppose the firm does not

observe β. The commission wC then is the uniquely optimal sales force compensation because

it is the only optimal incentive scheme whose implementation does not require knowledge of

β. If Ω̂L < R
c ≤ ΩH (α, ρ), the firm always requires knowledge of β to determine the optimal

compensation.

Proof. See Appendix.

13Note that the bonus w11 approaches infinity as β1 goes to zero. A very large bonus may, thus, not be feasible
if the firm is wealth constrained. We discuss this problem in more detail in Section 6.4.

14Note that w11 = w10 + w01 as required for a pure commission scheme.
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As in the basic model, the optimal incentive scheme is not unique. However, as the proof

of corollary 2 shows, the commission is the only incentive scheme that induces e1 = e2 = 1 and

is independent of β.15 Hence, if the firm always wants to induce high effort, it can implement

a commission even without knowing β. This is relevant because in practice the firm will often

have less precise information about β than the agent.

We now consider the case where markets are rather thin. In this case, another effort profile

can be optimal. Define

Ω̄ (β0, β1) := min

{
1− (1− α)β0 + (ρ− α)β1

1− β0 + (α+ ρ)β1
,

1− (ρ− α)β0 + (ρ− α)β1
1− (α+ ρ)β0 + (α+ ρ)β1

}
· α+ ρ

ρ2
.

Proposition 3 Assume that the market is rather thin, i.e., β0 > 2β1. If (α+ ρ) /ρ2 < R
c <

Ω̄ (β0, β1), the firm induces high effort only in the second period and implements the compensa-

tion plan wFCdu =
(

0, 0, cρ ,
c
ρ

)
. Otherwise, the cases (i)-(iii) in Proposition 2 apply.

Proof. See the proof of Proposition 2 in the Appendix.

When the firm faces a very thin market and the revenue-cost ratio is rather small, it is not

optimal for the firm to induce high effort in the first period. The reason is the impact of the

strong negative externality of high first-period effort on second-period demand. The firm thus

offers a fixed salary for the first period and focuses on the provision of second-period incentives,

paying the agent the commission c/ρ independent of his first-period performance.

5 Preference Uncertainty

In this section, we drop the assumption of the basic model that the firm and the agent exactly

know how exerting high effort affects the probability of a sale. This simplifying assumption

seems realistic if the firm and the agents know the customers’ preferences very well and can

thus anticipate how the customers respond to high effort. However, there also exist situations

in which the market’s characteristics are not perfectly known. In particular, how customers

will respond to effort might not be predictable. For example, when launching a new product

or entering a foreign market with a given product, the firm and its agents do not exactly know

whether it will be easy (i.e., high value of ρ) or difficult (i.e., low value of ρ) to sell the product.

To analyze such preference uncertainty, we assume that the market either consists of type-1

customers being characterized by ρ = ρ1, or it consists of type-2 customers being described by

15There is no incentive scheme that is equivalent to the quota wQdu but independent of β.
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ρ = ρ2. The customer type is distributed such that

ρ =

 ρ1 with probability p

ρ2 with probability 1− p

with ρt + α < 1 (t = 1, 2). Hence, we also have E[ρ] + α < 1 with E[ρ] = pρ1 + (1 − p)ρ2.

The corresponding variance is given by V ar[ρ] = (ρ1 − E[ρ])2 p + (ρ2 − E[ρ])2 (1− p). As in

the basic model, we assume that exerting high effort is efficient, i.e., E[ρ]R− c > 0. We further

assume that observed output in period 1 is not a reliable signal to update beliefs over ρ (e.g.,

because the market is large so that observing one customer’s behavior is a negligible sample).

Hence, the probability distribution of ρ remains the same for the two periods. All remaining

assumptions of the basic model (e.g., a second customer that arrives for sure in period 2) are

retained. We obtain the following result:

Proposition 4 The optimal sales force compensation is unique. If R/c is sufficiently small,

the firm will choose the fixed salary wF . If R/c is sufficiently large, the firm will either use the

cutoff incentive plan wQpu = (0, 0, 0, c (1 + E [ρ]) /E[ρ(α + ρ)]) or the permanent incentive plan

wLpu = (0, 0, c/E[ρ], (c/E[ρ]) + (c/E[ρ(α + ρ)])). While wQpu is a simple quota-based bonus, wLpu

reflects a long-term bonus scheme that emphasizes second-period success. The firm prefers wQpu

to wLpu if and only if

(
E[(α+ ρ)2]

E[ρ(α+ ρ)]
E [ρ]− E [α+ ρ]

E [ρ]

)
c <

(
E[ρ2]− (1− α)E[ρ]

)
R. (13)

Proof. See Appendix.

In contrast to the basic model and the case of demand uncertainty, preference uncertainty

always leads to a unique solution for the optimal incentive contract. As in the basic model,

the firm induces zero incentives if the revenue-cost ratio, R/c, is small. Otherwise, it either

uses a quota-based bonus or a long-term bonus scheme. The latter leads to a positive payment

only if the sales agent is successful with the second customer and rewards a first-period sale

solely if it is followed by a second-period sale. Hence, the optimal incentive schemes emphasize

long-term sales because they lead to zero payments in case of second-period failure. Rewarding

short-term success by paying a commission per sale, which belongs to the optimal forms of sales

force compensation in the basic model, is no longer optimal under preference uncertainty.

The proof of Proposition 4 gives a technical intuition for this result. The proof shows that,

contrary to the basic model, the firm’s iso-cost curves for implementing effort are flatter than
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the straight line describing the binding first-period incentive constraint.16 In other words, the

introduction of preference uncertainty changes the rate of substitution between w11 and w10 in

favor of w11 in the firm’s objective function. It is thus less costly for the firm to implement high

effort by using w11 instead of w10. This leads to a unique solution for the optimal sales force

compensation, which focuses on incentives for second-period sales.

Inspection of (13) shows under which conditions the firm prefers the quota-based bonus to

the long-term bonus scheme and vice versa. The left-hand side of (13) is negative (see the

Appendix for a proof). Hence, a sufficient condition for (13) to be satisfied is that the right-

hand side of (13) is positive. The right-hand side is increasing in α and, for α → 1 − E[ρ], it

approaches

(E[ρ2]− (1− (1− E[ρ]))E[ρ])R =
(
E[ρ2]− E[ρ]2

)
R = V ar[ρ]R,

which is strictly positive. Thus, there exists a cut-off value ᾱ ∈ (0, 1−E[ρ]) such that condition

(13) is satisfied if α > ᾱ. Recall that in the basic model the quota-based bonus is also attractive

for the firm when α is large. Then a sale is rather likely to occur in the first period, implying

that the disadvantage of the quota-based bonus – low effort in the second period after failure in

the first – is unlikely to take effect. Hence, our findings on the optimality of the quota scheme

from the basic model are robust with respect to the impact of α.

The findings of this section indicate that bonus schemes are particularly effective incentive

devices when firms launch new products or enter new markets. This result is in line with

empirical observations. As Joseph and Kalwani (1998, p. 151) report, 26% of all bonus-paying

firms use bonuses to boost incentives for selling new products. The authors conclude that

“bonus payments tied to specific organizational goals such as promoting new product sales or

sales to new customer groups help bring about goal congruence between the interests of the

salesperson and the long-term objectives of the firm” (Joseph and Kalwani (1998), p. 158).

6 Discussion

In Sections 4 and 5, we introduced two alternative forms of uncertainty, resulting in a more

comprehensive setup for the discussion of optimal sales force compensation. In the following,

we will consider less fundamental extensions of the basic model to further test the robustness

of our results.

16In the basic model, V ar[ρ] = 0 so that both slopes are identical (see (32), (34) and (35)).
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6.1 Non-Observability of the Sales Sequence

So far we have assumed that the firm can costlessly observe sales at the end of each period. In

practice, however, measuring sales performance is usually costly. Thus, ceteris paribus, the firm

prefers to collect sales figures less frequently. To analyze the impact of scarcer sales information

on optimal contracting, we now assume that the firm only observes total sales x at the end of

the second period, but not sales in each period i, xi. This implies that the firm does not know

the sequence of sales, i.e., when only one sale occured, the firm cannot tell whether the agent

was successful in the first or second period. By contrast, the agent still observes sales in every

period because he knows whether a customer bought the product after finishing the sales talk.

In such a situation, the firm cannot base payments on the sequence of sales. Given our previous

analysis, solving the firm’s new problem is straightforward. We just have to add the restriction

w01 = w10 to the firm’s problem in each scenario of the basic model from Section 3. Since the

fixed wage wF , the quota-based bonus wQ, and the commission wC described in Proposition 1

all satisfy this condition, they are still feasible and hence optimal when the firm cannot observe

the sales sequence. Moreover, the quota-based bonus and the commission are the only schemes

from the previously optimal class of cutoff and permanent incentive plans, respectively, that

satisfy w01 = w10. Thus, scarcer sales information does not reduce the firm’s profit but implies

unique optimality of the two practically relevant incentive schemes.

Proposition 5 Suppose the firm cannot observe the sales sequence and thus w01 = w10 has to

hold. The firm then still earns the same profits as in the basic model. The optimal compensation

plan, however, is unique: The firm either implements the fixed salary wF (if R
c ≤ ΩL (α, ρ)); or

the quota-based bonus wQ (if ΩL (α, ρ) < R
c < ΩH (α, ρ)); or the commission wC (if ΩH (α, ρ) ≤

R
c ).

Besides pure bonuses and commissions, the third incentive scheme of high practical relevance

is a combination of the two. It turns out that this incentive scheme, which belongs to the optimal

class of cutoff incentive plans under demand uncertainty, is also uniquely optimal when the firm

cannot observe the sales sequence.

Proposition 6 Suppose there is demand uncertainty as modeled in Section 4 and the firm can-

not observe the sales sequence. Consider the case where markets are thin but not too thin, i.e.,

β1 ≤ β0 ≤ 2β1. The firm then still earns the same profits as under an observable sales sequence,

but the optimal compensation plan is unique: The firm either implements the fixed salary wF

(if R
c ≤ Ω̂L); or the quota-based bonus wQdu (if Ω̂L < R

c ≤ ΩH (α, ρ)); or the combination of

commission and bonus, wBCdu (if ΩH (α, ρ) < R
c ).
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6.2 Renegotiation-Proofness

So far we have implicitly assumed that the firm can commit to a long-term contract covering

both periods. However, if such commitment is not possible, both the firm and the agent may

prefer to renegotiate the contract after having observed the first-period outcome. In that case,

the contract would not be renegotiation-proof. In this section, we assume that the firm cannot

commit to a long-term contract and hence has to derive the optimal renegotiation-proof contract.

A contract covering both periods is renegotiation-proof if, at the beginning of the second period,

there does not exist a short-term contract for period 2 that makes no party worse off but at

least one party strictly better off compared to the given two-period contract.

First, consider the firm’s optimal behavior in the second period, assuming for the moment

that it is not restricted by any contract. The firm prefers either e2 = 1 or e2 = 0. To induce high

effort e2 = 1, the firm optimally offers the wage c/ρ in case of success and zero payment in case

of failure, leading to the profit (α+ ρ)
(
R− c

ρ

)
. Low effort e2 = 0 is optimally implemented

by a fixed wage of zero and hence the firm’s profit is αR. The firm thus prefers high effort to

low effort if and only if R
c >

α+ρ
ρ2

. Note that α+ρ
ρ2
∈ (ΩL (α, ρ) ,ΩH (α, ρ)), where ΩL (α, ρ) and

ΩH (α, ρ) denote the two cut-off values from Proposition 1.

We can now solve for the optimal renegotiation-proof contract. If R
c > ΩH (α, ρ), the firm

again maximizes profits by implementing the commission scheme wC . Because the commission

induces high effort in both periods by paying c/ρ per sale, the firm does not want to renegotiate

the contract after the first period. If R
c ∈ (α+ρ

ρ2
,ΩH (α, ρ)), the firm will no longer implement

the quota scheme wQ or any other cutoff incentive plan because it is not renegotiation-proof.

To see this, suppose the firm offered a cutoff incentive plan. If the agent fails in period 1, he

will exert zero effort in period 2 because he has no chance to realize two sales now. Hence, as

R
c >

α+ρ
ρ2

, the firm would prefer to renegotiate the old contract and replace it by a short-term

contract that offers wage c/ρ in case of success and zero payment in case of a failure. The

agent would accept this contract because he would then earn a rent. Thus, because in the given

situation the firm always wants to induce high effort, the commission scheme wC is an optimal

renegotiation-proof incentive scheme. If R
c ∈ (ΩL (α, ρ) , α+ρ

ρ2
], however, the quota scheme wQ

will be renegotiation-proof since the firm has no incentive to offer a new contract after a first-

period failure. If R
c ≤ ΩL (α, ρ), the firm is always interested in inducing zero effort. Hence, the

fixed salary wF is still optimal. The following proposition summarizes our findings:

Proposition 7 Suppose the firm cannot commit to a two-period long-term contract so that

optimal contracts have to be renegotiation-proof. If Rc ≤ ΩL (α, ρ), the fixed salary wF is optimal.

If R
c ∈ (ΩL (α, ρ) , α+ρ

ρ2
], the quota-based bonus wQ is optimal. If R

c > α+ρ
ρ2

, the commission
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scheme wC is optimal.

A comparison of Proposition 1 and Proposition 7 shows that, compared to the basic model,

the firm should replace a quota scheme with a commission for a certain set of parameters if it

cannot commit to long-term contracts. Intuitively, if the revenue-cost ratio is sufficiently large,

the firm is always interested in inducing high effort. Thus, maintaining the quota scheme wQ

in case of first-period failure is then not credible to the agent. Such a problem does not occur

under a commission or a fixed salary where incentives remain constant over time. Note that

the credibility problem of the quota-based bonus is also detrimental to first-period incentives.

Anticipating renegotiation of the quota scheme in case of first-period failure,17 the agent will

exert high effort in period 1 if and only if

(α+ ρ)
[
(α+ ρ)wQ11 + (1− α− ρ)wQ10 − c

]
+ (1− α− ρ) [(α+ ρ)wr01 + (1− α− ρ)wr00]− c

≥ α
[
(α+ ρ)wQ11 + (1− α− ρ)wQ10 − c

]
+ (1− α) [(α+ ρ)wr01 + (1− α− ρ)wr00]

⇔ ρ
[
(α+ ρ)wQ11 + (1− α− ρ)wQ10 − (α+ ρ)wr01 − (1− α− r)wr00

]
≥ (1 + ρ)c,

where superscript r denotes the payments after renegotiation of the quota scheme, i.e., wr01 = c
ρ

and wr00 = 0. It is easily verified that the condition does not hold. Thus, first period incentives

are completely erased.

Negative incentive effects from renegotiating initial contracts are also known from other

long-term incentive schemes such as stock options.18 Such schemes will become ineffective

when a manager learns that it is impossible for him to reach the long-term goal. If the manager

anticipates that the long-term scheme may be adjusted or complemented by an optimal short-

term scheme later on, even early incentives can be completely erased.

6.3 Advertising

Firms often invest in advertising to increase sales. Our findings from the basic model allow

us to discuss the impact of advertising on the optimal sales force compensation. In principle,

there are two possibilities how advertising and the agent’s effort can interact to boost sales.

Depending on the product’s characteristics, effort and advertising can be either substitutes or

complements. Consider, first, the case of effort and advertising being substitutes, i.e., exerting

high effort is less important to sell the product with advertising than without. Advertising

then increases the basic probability of a sale, α. For example, this is the case if advertising

17The quota scheme would not be renegotiated after a first-period success because the agent would not agree
to lowering w11.

18See, e.g., Acharya et al. (2000) on the incentive effects of resetting strike prices on stock options.
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informs about a low product price and customers primarily decide on the basis of price when

choosing between different products. Second, advertising and effort can be complements, i.e.,

sales become more responsive to effort under advertising. In this case, advertising increases ρ.

For example, consider the case of highly complex products. Advertising can be used to call

the customers’ attention to new innovative features of these products, making the customers

curious. But sales effort is still needed to explain to them the usefulness of the new features.

In this situation, the advertised features help the agent during his sales talk.

Because both ΩL (α, ρ) and ΩH (α, ρ) increase in α, advertising reduces the provision of

incentives and hence effort when advertising and effort are substitutes. This result nicely cor-

responds to the observation by Basu et al. (1985, p. 269) that salaries are typical of industries

like the packaged goods industries where advertising already strongly affects sales. By contrast,

ΩL (α, ρ) decreases in ρ, implying that a fixed salary becomes less likely under advertising when

effort and advertising are complements. Despite this complementarity, however, advertising

may actually lead to lower effort because the effect of ρ on ΩH (α, ρ) is ambiguous (comp. Fig.

1): if ρ is already quite large and is further increased by advertising, the firm will replace

a permanent incentive plan (e.g., commission) with a cutoff incentive plan (e.g., quota-based

bonus).

6.4 Limited Liability of the Firm

In our basic model, only the sales agent is protected by limited liability or, equivalently, is

wealth-constrained. However, the firm may be wealth-constrained as well, which can make large

incentive payments to the agent infeasible. Suppose the firm has zero initial wealth so that wage

payments to the agent cannot exceed total revenues xR with x ∈ {0, 1, 2}. In that case, the

optimal fixed salary in scenario 1 is clearly feasible. The optimal commission in scenario 2 is

also feasible because c
ρ ≤ R is implied by the assumption ρR− c ≥ 0. By contrast, the optimal

quota scheme in scenario 3 may not be applicable any longer since the wage w11 = 1+ρ
α+ρ

c
ρ can

be larger than 2R for ΩL (α, ρ) < R
c < ΩH (α, ρ).19

Proposition 8 If the firm has zero initial wealth, the fixed salary and the commission are still

feasible, but the quota-based bonus is feasible if and only if 1+ρ
2ρ(α+ρ) <

R
c .

The intuition is the following. When an agent is risk neutral but protected by limited

liability, the optimal quota scheme typically combines a large quota with a high bonus in case

19Note that w11 < 2R is equivalent to 1+ρ
2ρ(α+ρ)

< R
c

. Further, we have 1+ρ
2ρ(α+ρ)

∈ (ΩL (α, ρ) ,ΩH (α, ρ)) if, e.g.,
α = 0.1 and ρ = 0.5.
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of success.20 In our setting, the sales agent will only obtain a positive bonus if he is successful

in both periods, which yields the maximum possible quota. The corresponding bonus payment

w11 can be so large that it exceeds total revenues 2R. The condition in Proposition 8 shows that

a wealth-constrained firm can apply a quota-based bonus when α is sufficiently large because

then the bonus w11 is rather small.21 If the condition does not hold, the firm will still employ

a cutoff incentive plan when ΩL (α, ρ) < R
c < ΩH (α, ρ). The firm then maximizes its profit by

the incentive scheme (0, (1− α) cρ , 0, (2− α) cρ), which satisfies the conditions in (10) and never

exceeds total revenues.

7 Conclusions

We analyze a dynamic moral-hazard model on optimal sales force compensation. Inducing

incentives is costly for the firm since sales agents earn rents. Our theoretical framework allows

to design the optimal compensation plan without imposing any ad hoc restrictions on the class

of feasible contracts. Frequently observed incentive plans – quota-based bonuses, commissions,

and a combination thereof – turn out to belong to the optimal contract classes, but are mutually

exclusive. It is therefore crucial for the firm to accurately investigate its specific environment

before deciding on sales force incentives. We show that the aforementioned incentive plans

can even be the unique solution to the firm’s optimization problem when there is asymmetric

information between the agent and the firm regarding the degree of demand uncertainty or the

sequence of sales.

Our analysis leads to several testable predictions. First, firms with higher revenues are more

likely to adapt incentive plans. Moreover, as revenue increase, firms should favor commissions

over quota-based bonuses. For given revenues, firms with rather low or rather high effort-

sales responsiveness22 should prefer bonuses to commissions. If there is demand uncertainty,

firms with intermediate revenues continue to rely on quota-based bonuses. High-revenue firms,

however, are likely to adopt more sophisticated compensation plans. If markets are thin but not

too thin, such firms should supplement a commission by a quota-based bonus. If present sales

increase future sales prospects (e.g., through word-of-mouth advertising), dynamic commissions

that increase over time should be observed. By contrast in very thin markets firms should use

incentives cautiously, e.g., commission plans should be observed only toward the end of the

product-life cycle. If a high-revenue firm enters a new market or launches a new product, it is

20See also Demougin and Fluet (1998) and Oyer (2000) on a model with continuous effort.
21Note that limα→1−ρ

1+ρ
2ρ(α+ρ)

= 1+ρ
2ρ

< 1
ρ
, which together with the assumption 1

ρ
< R

c
implies that the

condition in Proposition 5 holds for sufficiently large α.
22Effort-sales responsiveness can be approximated by sales response functions.
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likely to rely on long-term incentive schemes that particularly emphasize success in later periods.

Low-revenue firms should still employ simple quota-based bonuses. Finally, commissions tend

to be more prevalent than quota-based bonuses in firms that face a tight liquidity condition,

cannot commit to long-term compensation plans, or find it hard to predict future demand

developments.

To keep the analysis tractable, we investigate dynamic aspects of sales force compensa-

tion plans in a two-period framework. This is the simplest way to capture that intermediate

information on sales performance can induce the agent to adapt his effort. In practice, interme-

diate information may be available more often during the contract period. However, one also

has to keep in mind that contract duration is restricted by limited commitment to long-term

contracting and the fact that the firm cannot postpone payments to agents for too long. A

general multiperiod framework leads to a considerably larger set of feasible effort allocations

and, thus, candidate solutions to the firm’s contracting problem. Nevertheless, within our basic

framework, a pure commission still belongs to the optimal class of permanent incentive plans

that always induce high effort. Furthermore, with a larger variety in design, we also expect

quota-based bonus schemes to remain optimal cutoff incentive plans. Under demand uncer-

tainty, a combination of commission and quota scheme should still be optimal under certain

circumstances.

8 Appendix

Proof of Proposition 1:

The commission scheme (scenario 2) will dominate the quota scheme (scenario 3) iff

2(α+ ρ)

(
R− c

ρ

)
> R [(2 + ρ)α+ ρ (1 + ρ)]− (α+ ρ)(1 + ρ)

c

ρ
(14)

⇔ R

c
>

1− ρ
1− (α+ ρ)

α+ ρ

ρ2
=: ΩH (α, ρ) .

The commission will outperform the fixed salary (scenario 1) iff

2(α+ ρ)

(
R− c

ρ

)
> 2αR⇔ R

c
>
α+ ρ

ρ2
. (15)

Note that ΩH (α, ρ) > α+ρ
ρ2

. Hence, the commission is the optimal incentive scheme if and only

if R
c > ΩH (α, ρ). Otherwise, the firm prefers a quota-based bonus to the fixed wage if and only
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if

R [(2 + ρ)α+ ρ (1 + ρ)]− (α+ ρ)(1 + ρ)
c

ρ
> 2αR⇔ R

c
>

1 + ρ

1 + α+ ρ

α+ ρ

ρ2
=: ΩL (α, ρ) . (16)

Proof of Proposition 2:

There are four candidate solutions for the optimal incentive contract, whereas the remaining

possible contracts can never be optimal (see the Additional Material 2).

(I) If the firm wants to induce e1 = e2 = 0, it will offer wF and obtains expected profits

[1 + αβ1 + (1− α)β0]αR. (17)

(II) Next, suppose the firm wishes to induce e1 = e2 = 1. If the agent has met the second

customer, the second-period incentive constraint (2) from the basic model will apply again.

However, the first-period incentive constraint under demand uncertainty now reads as follows:

(α+ ρ) [β1((α+ ρ)w11 + (1− α− ρ)w10 − c) + (1− β1)w10]

+(1− α− ρ) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]− c

≥ α [β1((α+ ρ)w11 + (1− α− ρ)w10 − c) + (1− β1)w10]

+(1− α) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]

⇔ (α+ ρ) (β1w11 − β0w01) + (1− α− ρ) (β1w10 − β0w00)

+(1− β1)w10 − (1− β0)w00 ≥ [1− ρ (β0 − β1)]
c

ρ
. (18)

Hence, the firm solves

min
w11,w10,w01,w00≥0

(α+ ρ) [β1 ((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10]

+(1− α− ρ) [β0((α+ ρ)w01 + (1− α− ρ)w00) + (1− β0)w00]

subject to (2) and (18), leading to optimal payments w00 = 0 and w01 = c
ρ . The firm’s problem

can, therefore, be simplified to

min
w11,w10≥0

(α+ ρ)

[
β1 ((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10 + (1− α− ρ)β0

c

ρ

]
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subject to w11 ≥ c
ρ + w10 and

β1 ((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10 ≥ [1− ρ (β0 − β1) + (α+ ρ)β0]
c

ρ
.

The firm thus optimally chooses wages (w10, w11) that satisfy

β1 ((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10 = [1− ρ (β0 − β1) + (α+ ρ)β0]
c

ρ
(19)

and w11 ≥ c
ρ + w10 and w10 ≥ 0. The set of optimal contracts can also be rewritten as

w11 =
1− ρ (β0 − β1) + (α+ ρ)β0

β1(α+ ρ)

c

ρ
− 1− β1(α+ ρ)

β1(α+ ρ)
w10. (20)

and 0 ≤ w10 ≤ [1 + α(β0 − β1)] cρ . Consequently, if β0 ≥ β1, the incentive scheme

(
0,
c

ρ
,
c

ρ
,
αβ0 + (α+ 2ρ)β1

β1 (α+ ρ)

c

ρ

)
=

(
0,
c

ρ
,
c

ρ
,

[
2 +

α

α+ ρ

β0 − β1
β1

]
c

ρ

)
(21)

implements high effort in both periods at minimal cost. If β0 < β1, however, the firm must

set w10 < w01. The scheme
(

0, [1 + α(β0 − β1)] cρ ,
c
ρ , [2 + α(β0 − β1)] cρ

)
then minimizes wage

costs. The firm’s expected profit is

(α+ ρ)

{
[1 + (α+ ρ)β1 + (1− α− ρ)β0]R− [1 + (1− ρ)β0 + ρβ1]

c

ρ

}
. (22)

(III) Now suppose the firm induces e1 = 1 but e2 = 1 if and only if x1 = 1. The first-period

incentive constraint can be written as

(α+ ρ) [(α+ ρ)β1w11 + (1− β1 (α+ ρ))w10 − β1c] + (1− α− ρ) [αβ0w01 + (1− αβ0)w00]− c

≥ α [(α+ ρ)β1w11 + (1− β1 (α+ ρ))w10 − β1c] + (1− α) [αβ0w01 + (1− αβ0)w00]

⇔ (α+ ρ)β1w11 + (1− β1 (α+ ρ))w10 − αβ0w01 − (1− αβ0)w00 ≥
(1 + ρβ1)

ρ
c. (23)

The firm thus minimizes

(α+ ρ)[β1((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10] + (1− α− ρ)[αβ0w01 + (1− αβ0)w00]

subject to w11 ≥ c
ρ + w10, w01 ≤ c

ρ + w00, and (23). Therefore, w00 = w01 = 0, and the two
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other optimal wages are described by

min (α+ ρ)[β1((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10]

subject to w11 ≥ c
ρ +w10 and (23). Under the optimal contract, the latter constraint boils down

to

(α+ ρ)β1w11 + (1− β1 (α+ ρ))w10 =
(1 + ρβ1)

ρ
c. (24)

Optimal are, e.g., w10 = 0 and w11 = 1+ρβ1
(α+ρ)β1

c
ρ , which – together with w00 = w01 = 0 – describes

a quota scheme. The firm’s expected profit is

(α+ ρ)[R+ β1(α+ ρ)R] + (1− α− ρ)β0αR− (α+ ρ)
(1 + ρβ1)

ρ
c. (25)

(IV) Consider the case where effort is high only with customer 2: e2 = 1 and e1 = 0. The

firm minimizes

α [β1 ((α+ ρ)w11 + (1− (α+ ρ))w10) + (1− β1)w10]

+ (1− α) [β0 ((α+ ρ)w01 + (1− (α+ ρ))w00) + (1− β0)w00]

subject to w01 ≥ c
ρ + w00 and w11 ≥ c

ρ + w10 as second-period incentive constraints, and

α [β1 ((α+ ρ)w11 + (1− (α+ ρ))w10 − c) + (1− β1)w10]

+(1− α) [β0 ((α+ ρ)w01 + (1− (α+ ρ))w00 − c) + (1− β0)w00]

≥ (α+ ρ) [β1 ((α+ ρ)w11 + (1− (α+ ρ))w10 − c) + (1− β1)w10]

+(1− (α+ ρ)) [β0 ((α+ ρ)w01 + (1− (α+ ρ))w00 − c) + (1− β0)w00]− c⇔

(1 + ρ (β1 − β0))
c

ρ
≥ β1(α+ ρ)w11 + (1− (α+ ρ)β1)w10 − (1− (α+ ρ)β0)w00 − β0(α+ ρ)w01

as first-period incentive constraint. Thus, w00 = w10 = 0 and w01 = w11 = c
ρ are optimal. This

compensation leads to expected profit

(α+ (1− α) (α+ ρ)β0 + α (α+ ρ)β1)R− ((1− α)β0 + αβ1) (α+ ρ)
c

ρ
. (26)

We now compare the profits in the different scenarios. Profit in scenario (IV) will be larger

than profit in scenario (I) iff
α+ ρ

ρ2
<
R

c
. (27)
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Moreover, profit in scenario (IV) exceeds the profits in scenarios (II) and (III), respectively, iff

R

c
<

1− (ρ− α)β0 + (ρ− α)β1
1− (α+ ρ)β0 + (α+ ρ)β1

α+ ρ

ρ2
(28)

and
R

c
<

1− (1− α)β0 + (ρ− α)β1
1− β0 + (α+ ρ)β1

α+ ρ

ρ2
. (29)

For the conditions (27)–(29) to hold at the same time, it is necessary that β0 > 2β1, which

guarantees that the right-hand sides of (28) and (29) are larger than α+ρ
ρ2

. If one of the three

conditions (27)–(29) is violated, the firm will prefer one of the scenarios (I)–(III). Expected

profits (22) in scenario (II) exceed expected profits (25) in scenario (III) iff condition (14)

holds, i.e., iff R/c > ΩH (α, ρ). Comparing (17) and (25) yields that the fixed salary of scenario

(I) leads to higher profits then the quota scheme of scenario (III) iff

R

c
<

1 + ρβ1
1− αβ0 + (2α+ ρ)β1

α+ ρ

ρ2
:= Ω̂L < ΩH (α, ρ) .

Proof of Corollary 2:

Because R
c > ΩH (α, ρ) , the firm optimally induces e1 = e2 = 1. By the proof of Proposition

2, an optimal compensation scheme is described by (20) and 0 ≤ w10 ≤ [1 + α(β0 − β1)] cρ .

Inserting β0 = β1 = β leads to 0 ≤ w10 ≤ c
ρ and

w11 =
1 + (α+ ρ)β

β (α+ ρ)

c

ρ
− 1− β(α+ ρ)

β(α+ ρ)
w10.

=
1 + (α+ ρ)β

β (α+ ρ)
− 1− β(α+ ρ)

β(α+ ρ)
δ.

Let w10 = δ cρ with δ ∈ [0, 1]. Thus, w11 =
(

1−δ
β(α+ρ) + (1 + δ)

)
c
ρ . For δ = 1, we obtain a

commission scheme that is independent of β. For δ ∈ [0, 1), the incentive scheme depends on β.

Now suppose Ω̂L <
R
c ≤ ΩH (α, ρ) so that the firm induces e1 = 1 but e2 = 1 if and only if

x1 = 1. The corresponding optimal compensation is described by (24) and w11 ≥ c
ρ + w10 (see

the proof of Proposition 2). Rewriting the two optimality conditions and using β1 = β leads to

w11 =
1 + ρβ

β(α+ ρ)

c

ρ
− 1− β (ρ+ α)

β(α+ ρ)
w10 and (1− αβ)

c

ρ
≥ w10.

Assume w10 = δ (1− αβ) cρ , δ ∈ [0, 1]. Thus, w10 is independent of β iff δ = 0. However, in this

case, w11 = 1+ρβ
β(α+ρ)

c
ρ still depends on β, i.e., for the optimal incentive scheme the firm needs to
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know β.

Proof of Proposition 4:

(I) If the firm wants to induce zero incentives, it will offer wF = (0, 0, 0, 0). Hence, the firm’s

expected profit is 2αR.

(II) Suppose that the firm wants to induce e1 = e2 = 1. To implement e2 = 1 given the

first-period outcome x1 ∈ {0, 1}, it must hold that:

(α+ E[ρ])wx11 + (1− (α+ E[ρ]))wx10 − c ≥ αwx11 + (1− α)wx10

⇔ wx11 ≥
c

E[ρ]
+ wx10 (30)

Analogously to the basic model, the first-stage incentive constraint reads as

E [ρ ((α+ ρ) (w11 − w01) + (1− α− ρ) (w10 − w00))] ≥ c. (31)

The firm thus solves

min
w11,w10,w01,w00≥0

E[(α+ ρ)2w11 + (α+ ρ)(1− (α+ ρ)) (w10 + w01) + (1− (α+ ρ))2w00]

s.t. (30), (31).

The firm optimally chooses w00 = 0 and w01 = c/E[ρ]. Concerning the optimal choice of

w11 and w10, the firm minimizes total costs C characterized by the iso-cost curves

C

A2
− c

E[ρ]
− A1

A2
w11 = w10, (32)

where A1 := E[(α+ ρ)2] and A2 := E[(α+ ρ)(1− (α+ ρ))], subject to the constraints

w11 −
c

E[ρ]
≥ w10 (33)

and
c

A4
+

c

E[ρ]

A3

A4
− A3

A4
w11 ≤ w10 (34)

with A3 := E[ρ(α+ ρ)] and A4 := E[ρ(1− (α+ ρ))]. Graphically, the constraints (33) and (34)

define a feasible region within the (w11, w10)-space, and the firm needs to identify the lowest iso-

cost curve (32) that stays in the feasible region. Condition (33) corresponds to the area below

a straight line with positive slope that intersects with the horizontal axis at w11 = c/E[ρ].

Condition (34) describes an area above a negatively sloped straight line that intersects with

the horizontal axis at w11 = (c/E[ρ]) + (c/A3) > c/E[ρ]. Thus, the two straight lines intersect
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above the horizontal axis. Since the absolute value of the slope of the iso-cost curves is smaller

than the absolute value of the slope of the straight line characterized by (34), i.e.,

A1

A2
<
A3

A4
⇔ 0 < V ar[ρ], (35)

the firm will optimally choose

w11 =
c

E[ρ]
+

c

A3
=

c

E[ρ]
+

c

E[ρ(α+ ρ)]
and w10 = 0,

yielding expected profits

π(II) = 2E [α+ ρ]R− E [α+ ρ]

E [ρ]
c−

E
[
(α+ ρ)2

]
E [ρ (α+ ρ)]

c.

(III) Suppose the firm induces e1 = 1 but e2 = 1 if and only if x1 = 1. Analogous to the

basic model, the first-stage incentive constraint is given by

E [ρ(α+ ρ)] (w11 − w10)− E [ρα] (w01 − w00) + E [ρ] (w10 − w00) ≥ (1 + E [ρ]) c. (36)

The firm thus minimizes

E[(α+ ρ)2w11 + (α+ ρ)(1− α− ρ)w10 + (1− α− ρ)αw01 + (1− α− ρ)(1− α)w00]

subject to (36) and the second-period incentive constraints w11 ≥ c
E[ρ] +w10, and w01 <

c
E[ρ] +

w00. Hence, w00 = w01 = 0 is optimal, and the firm minimizes costs C characterized by the

iso-cost curves
C

A2
− A1

A2
w11 = w10 (37)

subject to the constraints

w11 −
c

E[ρ]
≥ w10 (38)

and
(1 + E [ρ]) c

A4
− A3

A4
w11 ≤ w10. (39)

Note that the zero of the straight line described by constraint (39) (i.e., w11 = (1 + E [ρ]) c
A3

)

is larger than the zero of the straight line described (38) c/E[ρ]:

(1 + E [ρ])
c

A3
>

c

E[ρ]
⇔ (1 + E [ρ])E[ρ] > E[ρ(α+ ρ)]
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is true since E[ρ] > E[ρ(α + ρ)] ⇔ pρ1 + (1− p) ρ2 > pρ1(α + ρ1) + (1− p) ρ2(α + ρ2) holds

because ρt+α < 1 (t = 1, 2). Thus, we have qualitatively the same graphical solution as in case

(II) above. The absolute value of the slope of the iso-cost curves is smaller than the absolute

value of the slope of the of the straight line described by (39), i.e., condition (35) is satisfied.

Hence, the firm optimally chooses

w11 = (1 + E [ρ])
c

A3
= (1 + E [ρ])

c

E[ρ(α+ ρ)]
and w10 = 0,

which characterizes a quota-based bonus. Expected profits are

π(III) = E [α+ ρ]R+ {E[(α+ ρ)2] + E[(1− α− ρ)α]}R− E[(α+ ρ)2] (1 + E [ρ]) c

E[ρ(α+ ρ)]
.

Besides the scenarios (I) to (III), there are four additional cases that can be implemented. From

the firm’s point of view, however, none of these cases is optimal (see the Additional Material

3).

The firm will prefer scenario (I) to scenario (II) iff

π(II) < 2αR⇔ R

c
<
E [α+ ρ]

2E [ρ]2
+

E
[
(α+ ρ)2

]
2E [ρ]E [ρ (α+ ρ)]

,

and scenario (I) to scenario (III) iff

π(III) < 2αR⇔ R

c
<

E[(α+ ρ)2] (1 + E [ρ])

((1 + α)E[ρ] + E[ρ2])E[ρ(α+ ρ)]
.

It will prefer the quota scheme described by scenario (III) to the other compensation scheme

described by (II) iff

π(II) < π(III) ⇔
(
E[(α+ ρ)2]

E[ρ(α+ ρ)]
E [ρ]− E [α+ ρ]

E [ρ]

)
c <

(
E[ρ2]− (1− α)E[ρ]

)
R.
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Proof that the left-hand side of (13) is negative:

E[(α+ ρ)2]

E[ρ(α+ ρ)]
E [ρ] <

E [α+ ρ]

E [ρ]

⇔ α2 + 2αE[ρ] + E[ρ2]

αE[ρ] + E[ρ2]
<

1

E [ρ]
+

α

E [ρ]2

⇔ α2 + 2αE[ρ] + E[ρ2] < α+
E[ρ2]

E [ρ]
+

1

E [ρ]
α2 +

E[ρ2]

E [ρ]2
α

⇔ E [ρ]− 1

E [ρ]
α2 +

(2E[ρ]− 1)E [ρ]2 − E[ρ2]

E [ρ]2
α+

E [ρ]− 1

E [ρ]
E[ρ2] < 0

Dividing both sides by E[ρ]−1
E[ρ] < 0 leads to

α2 +
E[ρ2]− (2E[ρ]− 1)E[ρ]2

(1− E[ρ])E[ρ]
α+ E[ρ2] > 0. (40)

Since V ar[ρ] = E[ρ2] − E[ρ]2 > 0 implies that E[ρ2] > E[ρ]2 and 2E[ρ] − 1 < 1 ⇔ E[ρ] < 1,

condition (40) is true.
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Additional Material (not intended for publication)

Additional Material 1: The Suboptimal Cases in the Basic Model

There exist four additional cases that can be chosen by the firm. First, consider the case where

the firm induces e1 = 1, but e2 = 1 if and only if x1 = 0. That is, the sales agent should exert

high effort with the second customer only if he could not sell the product to the first customer.

The first-stage incentive constraint thus becomes

(α+ ρ) [αw11 + (1− α)w10] + (1− α− ρ) [(α+ ρ)w01 + (1− α− ρ)w00 − c]− c

≥ α [αw11 + (1− α)w10] + (1− α) [(α+ ρ)w01 + (1− α− ρ)w00 − c]

⇔ ρ [αw11 + (1− α)w10 − (α+ ρ)w01 − (1− α− ρ)w00] ≥ (1− ρ)c. (41)

The firm now solves

min
w11,w10,w01,w00≥0

(α+ ρ)αw11 + (α+ ρ)(1− α)w10 + (1− α− ρ)(α+ ρ)w01 + (1− α− ρ)2w00

subject to w11 <
c

ρ
+ w10, w01 ≥

c

ρ
+ w00, and (41).

Consequently, w00 = 0. Furthermore, w01 should be as small as possible, w01 = c
ρ . It follows

that αw11 + (1− α)w10 should be minimal. Hence, by (41) and w11 <
c
ρ +w10, all w11 and w10

satisfying

αw11 + (1− α)w10 =
1− ρ
ρ

c+ (α+ ρ)
c

ρ
= (1 + α)

c

ρ
and w11 <

c

ρ
+ w10

are optimal (e.g., w11 = 0 and w10 = 1+α
1−α

c
ρ). The firm’s profit is

(α+ ρ)R+ [(α+ ρ)α+ (1− α− ρ)(α+ ρ)]R−
[
(α+ ρ)(1 + α)

c

ρ
+ (1− α− ρ)(α+ ρ)

c

ρ

]
= (2− ρ)(α+ ρ)

(
R− c

ρ

)
,

which is smaller than the profit in scenario 2 described by (6).

Second, consider the case where effort is high only with one customer: ei = 1 and ej = 0

(i, j = 1, 2, i 6= j). Let, w.l.o.g., i = 1. The firm minimizes

(α+ ρ)αw11 + (α+ ρ)(1− α)w10 + (1− α− ρ)αw01 + (1− α− ρ)(1− α)w00

1



subject to w01 <
c
ρ + w00 and w11 <

c
ρ + w10 as second-stage incentive constraints, and

(α+ ρ) [αw11 + (1− α)w10] + (1− α− ρ) [αw01 + (1− α)w00]− c

≥ α [αw11 + (1− α)w10] + (1− α) [αw01 + (1− α)w00]

⇔ αw11 + (1− α)w10 − αw01 − (1− α)w00 ≥
c

ρ
.

as first-stage incentive constraint. Thus, w01 = w00 = 0, and optimal sales force compensation

is described by αw11 + (1−α)w10 = c
ρ and w11 <

c
ρ +w10, being satisfied, e.g., for w11 = 0 and

w10 = 1
1−α

c
ρ . The profit is

[2(α+ ρ)α+ (α+ ρ)(1− α) + (1− α− ρ)α]R− (α+ ρ)
c

ρ
= [2α+ ρ]R− (α+ ρ)

c

ρ
. (42)

This profit is smaller than profit (6) under scenario 2 if

[2α+ ρ]R− (α+ ρ)
c

ρ
< 2(α+ ρ)

(
R− c

ρ

)
⇔ R

c
>
α+ ρ

ρ2
.

Profit (42) is smaller than the profit under scenario 1 if

[2α+ ρ]R− (α+ ρ)
c

ρ
< 2αR⇔ R

c
<
α+ ρ

ρ2
.

Thus, inducing high effort only with one customer cannot be optimal.

Third, the firm may be interested in implementing low effort with customer 1 and high effort

with customer 2 if and only if x1 = 1, that is, e1 = 0 and e2 = 1 iff x1 = 1. The first-stage

incentive constraint is

α [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α) [αw01 + (1− α)w00]

≥ (α+ ρ) [(α+ ρ)w11 + (1− α− ρ)w10 − c] + (1− α− ρ) [αw01 + (1− α)w00]− c

⇔ (1 + ρ)c ≥ ρ[(α+ ρ)w11 + (1− α− ρ)w10 − αw01 − (1− α)w00]. (43)

Hence, the firm’s problem can be characterized as follows:

min
w11,w10,w01,w00≥0

α(α+ ρ)w11 + α(1− α− ρ)w10 + (1− α)αw01 + (1− α)2w00

subject to w01 <
c

ρ
+ w00, w11 ≥

c

ρ
+ w10, and (43).
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It is optimal to have w00 = w01 = w10 = 0 and w11 = c
ρ . Expected profit is

αR+ α(α+ ρ)R+ (1− α)αR− α(α+ ρ)
c

ρ
= (2 + ρ)αR− α(α+ ρ)

c

ρ
, (44)

which is smaller than (42) if

(2 + ρ)αR− α(α+ ρ)
c

ρ
< [2α+ ρ]R− (α+ ρ)

c

ρ
⇔ R

c
>
α+ ρ

ρ2
.

On the other hand, (44) is smaller than profit under e1 = e2 = 0 if

(2 + ρ)αR− α(α+ ρ)
c

ρ
< 2αR⇔ R

c
<
α+ ρ

ρ2
,

implying that this third alternative scenario cannot be optimal for the firm.

Fourth, the firm may wish to implement low effort with customer 1 and high effort with

customer 2 if and only if x1 = 0, that is, e1 = 0 and e2 = 1 iff x1 = 0. The first-stage incentive

constraint reads as

α [αw11 + (1− α)w10] + (1− α) [(α+ ρ)w01 + (1− α− ρ)w00 − c]

≥ (α+ ρ) [αw11 + (1− α)w10] + (1− α− ρ) [(α+ ρ)w01 + (1− α− ρ)w00 − c]− c

⇔ (1− ρ)c ≥ ρ[αw11 + (1− α)w10 − (α+ ρ)w01 − (1− α− ρ)w00]. (45)

The firm’s problem is

min
w11,w10,w01,w00≥0

α2w11 + α(1− α)w10 + (1− α)(α+ ρ)w01 + (1− α)(1− α− ρ)w00

subject to w01 ≥
c

ρ
+ w00, w11 <

c

ρ
+ w10, and (45).

It is thus optimal to have w00 = w10 = w11 = 0 and w01 = c
ρ . Expected profit is

αR+ α2R+ (1− α)(α+ ρ)R− (1− α)(α+ ρ)
c

ρ
= [2α+ ρ− αρ]R− (1− α)(α+ ρ)

c

ρ
, (46)

which is smaller than profit (42) if

[2α+ ρ− αρ]R− (1− α)(α+ ρ)
c

ρ
< [2α+ ρ]R− (α+ ρ)

c

ρ
⇔ R

c
>
α+ ρ

ρ2
.
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On the other hand, profit (46) is smaller than profit under e1 = e2 = 0 if

[2α+ ρ− αρ]R− (1− α)(α+ ρ)
c

ρ
< 2αR⇔ R

c
<
α+ ρ

ρ2
.

Additional Material 2: The Suboptimal Cases Under Demand Uncertainty

As in the basic model, again the firm can choose one of four additional cases. First, suppose

the firm induces e1 = 1, but e2 = 1 if and only if x1 = 0. That is, the sales agent should exert

high effort with the second customer only if he could not sell the product to the first customer.

The first-stage incentive constraint now becomes

(α+ ρ) [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α− ρ) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]− c

≥ α [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]⇔

αβ1w11 + w10 (1− αβ1)− β0(α+ ρ)w01 − (1− (α+ ρ)β0)w00 ≥
1− ρβ0

ρ
c. (47)

The firm solves

min
w11,w10,w01,w00≥0

(α+ ρ) [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α− ρ) [β0 ((α+ ρ)w01 + (1− α− ρ)w00) + (1− β0)w00]

subject to w11 <
c

ρ
+ w10, w01 ≥

c

ρ
+ w00, and (47).

Consequently, w00 = 0. Furthermore, w01 should be as small as possible, w01 = c
ρ . It follows

that β1 (αw11 + (1− α)w10)+(1− β1)w10 = αβ1w11+(1− αβ1)w10 should be minimal. Hence,

by (47) and w11 <
c
ρ + w10, all w11 and w10 satisfying

αβ1w11 + (1− αβ1)w10 = (1 + αβ0)
c

ρ
and w11 <

c

ρ
+ w10

are optimal. The firm’s profit is

(α+ ρ)

[
(1 + αβ1 + (1− α− ρ)β0)R− (1 + (1− ρ)β0)

c

ρ

]

which is smaller than profit (22).

Second, consider the case where effort is high only with customer 1: e1 = 1 and e2 = 0. The
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firm minimizes

(α+ ρ) [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+ (1− α− ρ) [β0 (αw01 + (1− α)w00) + (1− β0)w00]

subject to w01 <
c
ρ + w00 and w11 <

c
ρ + w10 as second-stage incentive constraints, and

(α+ ρ) [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α− ρ) [β0 (αw01 + (1− α)w00) + (1− β0)w00]− c

≥ α [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α) [β0 (αw01 + (1− α)w00) + (1− β0)w00]⇔

αβ1w11 + (1− αβ1)w10 − αβ0w01 − w00 (1− αβ0) ≥
c

ρ
(48)

as first-stage incentive constraint. Thus, w01 = w00 = 0, and optimal sales force compensation

is described by β1(αw11 + (1−α)w10) + (1−β1)w10 = c
ρ and w11 <

c
ρ +w10. This compensation

leads to profit

((α+ ρ) (1 + αβ1) + (1− (α+ ρ))αβ0)R− (α+ ρ)
c

ρ
, (49)

which is smaller than profit (25).

Third, the firm may be interested in implementing low effort with customer 1 and high effort

with customer 2 if and only if x1 = 1, that is, e1 = 0 and e2 = 1 iff x1 = 1. The first-stage

incentive constraint is

α [β1 ((α+ ρ)w11 + (1− α− ρ)w10 − c) + (1− β1)w10]

+(1− α) [β0 (αw01 + (1− α)w00) + (1− β0)w00]

≥ (α+ ρ) [β1 ((α+ ρ)w11 + (1− α− ρ)w10 − c) + (1− β1)w10]

+(1− α− ρ) [β0 (αw01 + (1− α)w00) + (1− β0)w00]− c⇔

(1 + ρβ1)
c

ρ
≥ (α+ ρ)β1w11 + (1− (α+ ρ)β1)w10 − αβ0w01 − (1− αβ0)w00. (50)

Hence, the firm’s problem can be characterized as follows:

min
w11,w10,w01,w00≥0

α [β1 ((α+ ρ)w11 + (1− α− ρ)w10) + (1− β1)w10]

+(1− α) [β0 (αw01 + (1− α)w00) + (1− β0)w00]

subject to w01 <
c

ρ
+ w00, w11 ≥

c

ρ
+ w10, and (50).
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It is optimal to have w00 = w01 = w10 = 0 and w11 = c
ρ . Profit is given by

(1 + (1− α)β0 + (α+ ρ)β1)αR− (α+ ρ)αβ1
c

ρ
,

which is smaller than profit (17) iff Rρ2 < (α+ ρ) c, and smaller than profit (26) iff Rρ2 >

(α+ ρ) c.

Fourth, the firm may wish to implement low effort with customer 1 and high effort with

customer 2 if and only if x1 = 0, that is, e1 = 0 and e2 = 1 iff x1 = 0. The first-stage incentive

constraint reads as

α [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]

≥ (α+ ρ) [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α− ρ) [β0 ((α+ ρ)w01 + (1− α− ρ)w00 − c) + (1− β0)w00]− c⇔

(1− ρβ0)
c

ρ
≥ αβ1w11 + (1− αβ1)w10 − (α+ ρ)β0w01 − (1− (α+ ρ)β0)w00. (51)

The firm’s problem is

min
w11,w10,w01,w00≥0

α [β1 (αw11 + (1− α)w10) + (1− β1)w10]

+(1− α) [β0 ((α+ ρ)w01 + (1− α− ρ)w00) + (1− β0)w00]

subject to w01 ≥
c

ρ
+ w00, w11 <

c

ρ
+ w10, and (51).

It is thus optimal to have w00 = w10 = w11 = 0 and w01 = c
ρ , leading to profit

(
α+ ((1− (α+ ρ))α+ ρ)β0 + α2β1

)
R− β0 (1− α) (α+ ρ)

c

ρ
,

which is smaller than profit (17) iff Rρ2 < (α+ ρ) c, and smaller than profit (26) iff Rρ2 >

(α+ ρ) c.

Additional Material 3: The Suboptimal Cases Under Preference Uncertainty

First, suppose the firm wants to induce e1 = 1, but e2 = 1 if and only if x1 = 0. The first-stage

incentive constraint becomes

E [ρα] (w11 − w10) + E [ρ] (w10 − w00)− E [ρ(α+ ρ)] (w01 − w00) ≥ (1− E [ρ]) c (52)
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and the firm minimizes

E
[
(α+ ρ)αw11 + (α+ ρ)(1− α)w10 + (1− α− ρ)(α+ ρ)w01 + (1− α− ρ)2w00

]
subject to w11 <

c

E[ρ]
+ w10, w01 ≥

c

E[ρ]
+ w00, and (52).

Hence, w00 = 0 and w01 = c/E[ρ]. The firm minimizes costs C characterized by the iso-cost

curves
C

B2
− A2

B2

c

E[ρ]
− B1

B2
w11 = w10 (53)

subject to the constraints

w11 −
c

E[ρ]
< w10 (54)

(1− E [ρ]) + A3
E[ρ]

E [ρ]− E [ρα]
c− E [ρα]

E [ρ]− E [ρα]
w11 ≤ w10 (55)

with B1 := E [(α+ ρ)α], B2 := E [(α+ ρ)(1− α)], and A2 and A3 as defined above. The LHS

of (54) intersects with the horizontal axis at w11 = c/E[ρ]. The LHS of (55) intersects with the

horizontal axis at23

w11 =
(1− E [ρ]) + A3

E[ρ]

E [ρα]
c >

c

E[ρ]
.

The LHSs of both constraints (54) and (55) intersect at

ŵ11 :=
(1− p) p (ρ1 − ρ2)2 + 2E [ρ]

E [ρ]2
c and ŵ10 :=

(1− p) p (ρ1 − ρ2)2 + E [ρ]

E [ρ]2
c.

Since E [ρα] / (E [ρ]− E [ρα]) = α/ (1− α) = B1/B2, the slopes of the iso-cost curves and the

LHS of (55) are identical. Therefore, each wage combination that lies on the LHS of (55) between

the points (w11, w10) = (0, [(1− E [ρ]) + A3
E[ρ] ]c/[E [ρ] − E [ρα]]) and (w11, w10) = (ŵ11, ŵ10)

describes an optimal solution, leading to profits

πfirst = E [α+ ρ]R+ {E[(α+ ρ)α] + E[(1− α− ρ) (α+ ρ)]}R

− E[(α+ ρ)α]
(1− p) p (ρ1 − ρ2)2 + 2E [ρ]

E [ρ]2
c

− E[(α+ ρ)(1− α)]
(1− p) p (ρ1 − ρ2)2 + E [ρ]

E [ρ]2
c

− E[(1− α− ρ)(α+ ρ)]

E[ρ]
c.

23Note that
(1−E[ρ])+

A3
E[ρ]

E[ρα]
c > c

E[ρ]
⇔ (1− E [ρ])E[ρ] +E[ρ(α+ ρ)] > E [ρα] is true since E[ρ(α+ ρ)] > E [ρα].
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We can show that π(II) > πfirst is always satisfied:

π(II) > πfirst

⇔ E
[
ρ2
]
R+ E [αρ]R− E [α+ ρ]

E [ρ]
c−

E
[
(α+ ρ)2

]
E [ρ (α+ ρ)]

c

> −E[(α+ ρ)α]
(1− p) p (ρ1 − ρ2)2 + 2E [ρ]

E [ρ]2
c

−E[(α+ ρ)(1− α)]
(1− p) p (ρ1 − ρ2)2 + E [ρ]

E [ρ]2
c

−E[(1− α− ρ)(α+ ρ)]

E[ρ]
c.

Recall that exerting high effort is efficient, i.e., E [ρ]R > c. Inserting R = c/E [ρ] into the

inequality yields

p (ρ1 − ρ2)2 (1− p) Ωc

(pρ1 + (1− p) ρ2)2
(
pρ21 + (1− p) ρ22 + α (pρ1 + (1− p) ρ2)

) > 0

with Ω := α
(
pρ1 (1 + (1 + p) ρ1) +

(
p2 + 2− 3p

)
ρ22
)

+(1− p)2 ρ32+p2ρ31+α2(pρ1+(1− p) ρ2)+

((ρ2 + ρ1 + 2α) pρ1ρ2 + αρ2) (1− p), which is true.

Second, consider the case where effort is high only with one customer: ei = 1 and ej = 0

(i, j = 1, 2, i 6= j). Let, w.l.o.g., i = 1. The firm minimizes

E[(α+ ρ)αw11 + (α+ ρ)(1− α)w10 + (1− α− ρ)αw01 + (1− α− ρ)(1− α)w00]

subject to w01 <
c

E[ρ] + w00 and w11 <
c

E[ρ] + w10 as second-stage incentive constraints, and

αw11 + (1− α)w10 − αw01 − (1− α)w00 ≥
c

E [ρ]
.

as first-stage incentive constraint. Thus, w01 = w00 = 0 is optimal. The firm minimizes costs

C described by the iso-cost curves

C

E[(α+ ρ)(1− α)]
− α

1− α
w11 = w10

subject to
c

(1− α)E [ρ]
− α

1− α
w11 ≤ w10 and w11 −

c

E [ρ]
< w10.

Since the slopes of the iso-cost curves and the LHS of the first constraint are identical, we

obtain a similar solution as in the first additional case above. For example, w11 = 0 and
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w10 = c/[(1− α)E [ρ]] is optimal. Each solution leads to expected profits

πsecond = E[α+ ρ]R+ αR− E[(α+ ρ)(1− α)]c

(1− α)E [ρ]
.

We can show that π(III) > πsecond:

π(III) > πsecond

⇔
(
pρ21 + (1− p) ρ22 + pαρ1 + (1− p)αρ2

)
R− E[(α+ ρ)2] (1 + E [ρ]) c

E[ρ(α+ ρ)]

> −E[(α+ ρ)(1− α)]c

(1− α)E [ρ]
.

Inserting R = c/E [ρ] and rearranging gives

p (ρ1 − ρ2)2 (1− p)
(
α+ pρ21 + (1− p) ρ22 + 2α (pρ1 + (1− p) ρ2)

)
c

(pρ1 + (1− p) ρ2)
(
pρ21 + (1− p) ρ22 + pαρ1 + (1− p)αρ2

) > 0,

which is true.

Third, the firm may be interested in implementing low effort with customer 1 and high effort

with customer 2 if and only if x1 = 1, that is, e1 = 0 and e2 = 1 iff x1 = 1. The first-stage

incentive constraint is

(1 + E [ρ]) c ≥ E (ρ [(α+ ρ)w11 + (1− α− ρ)w10]− ρ [αw01 + (1− α)w00]) . (56)

Hence, the firm’s problem can be characterized as follows:

min
w11,w10,w01,w00≥0

E[α(α+ ρ)w11 + α(1− α− ρ)w10 + (1− α)αw01 + (1− α)2w00]

subject to w01 <
c

E [ρ]
+ w00, w11 ≥

c

E [ρ]
+ w10, and (56).

It is optimal to have w10 = 0 and w11 = c
E[ρ] . The firm minimizes costs C described by the

iso-cost curves

C

(1− α)2
− E[α(α+ ρ)]

(1− α)2E [ρ]
c− α

1− α
w01 = w00 subject to(

E[ρ(α+ ρ)]

E [ρ]
− (1 + E [ρ])

)
c

E[ρ(1− α)]
− α

1− α
w01 ≤ w00 and w01 −

c

E [ρ]
< w00. (57)

Note that, again, the iso-cost curves and the LHS of the first-stage incentive constraint have

identical slopes. However, now we have two possible solutions: (i) If the intercept of the LHS
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of the first-stage incentive constraint is negative, i.e., if

(
E[ρ(α+ ρ)]

E [ρ]
− (1 + E [ρ])

)
c

E[ρ(1− α)]
< 0⇔ (1− p) p (ρ1 − ρ2)2

pρ1 + (1− p) ρ2
< 1− α, (58)

then w01 = w00 = 0 is optimal and expected profits amount to

πthird,(i) = αR+ {E[α(α+ ρ)] + (1− α)α}R− E[α(α+ ρ)]
c

E [ρ]
.

(ii) If (58) is not satisfied, then independent of the relation of the zeros of the two incentive

constraints in (57), the pair

w01 = 0 and w00 =

(
E[ρ(α+ ρ)]

E [ρ]
− (1 + E [ρ])

)
c

E[ρ(1− α)]

describes an optimal solution, leading to expected profits

πthird,(ii) = αR+ {E[α(α+ ρ)] + (1− α)α}R

− E[α(α+ ρ)]
c

E [ρ]
−
(
E[ρ(α+ ρ)]

E [ρ]
− (1 + E [ρ])

)
(1− α)2c

E[ρ(1− α)]
.

Since πthird,(i) > πthird,(ii), the third additional case cannot be optimal if one of the profits of

the other cases exceeds πthird,(i). Inducing no incentives at all is better for the firm than the

third additional case, iff

πthird,(i) = αR+ {E[α(α+ ρ)] + (1− α)α}R− E[α(α+ ρ)]
c

E [ρ]
< 2αR

⇔ E[ρ]R < E[α+ ρ]
c

E [ρ]
.

The firm will prefer the second additional case to the third additional case, iff

πsecond > πthird,(i) ⇔ E[ρ]R > E[α+ ρ]
c

E [ρ]
.

Thus, the firm does not prefer the third additional case.

Fourth, the firm may wish to implement low effort with customer 1 and high effort with

customer 2 if and only if x1 = 0, that is, e1 = 0 and e2 = 1 iff x1 = 0. The first-stage incentive

constraint reads as

(1− E[ρ]) c ≥ E[ρ (αw11 + (1− α)w10 − (α+ ρ)w01 − (1− α− ρ)w00)]. (59)
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The firm solves

min
w11,w10,w01,w00≥0

E[α2w11 + α(1− α)w10 + (1− α)(α+ ρ)w01 + (1− α)(1− α− ρ)w00]

subject to w01 ≥
c

E [ρ]
+ w00, w11 <

c

E [ρ]
+ w10, and (59).

It is thus optimal to have w10 = w11 = w00 = 0 and w01 = c/E [ρ]. Expected profit is

πfourth = αR+ α2R+ (1− α)E[α+ ρ]R− (1− α)E[α+ ρ]
c

E [ρ]
.

Since πfourth < 2αR ⇔ E[ρ]R < E[α + ρ]c/E [ρ] and πfourth < πsecond ⇔ E[α + ρ]c/E [ρ] <

E[ρ]R, the firm does not prefer the fourth additional case.
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